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Abstract 
The widespread use of artificial intelligence in areas such as autonomous vehicles, health and medical diagnosis, 

assisting researchers using large language models, robotics and defense fields indicates the increasing importance 

of this technology in various functional areas. In this regard, industries and governments around the world, with 

incentives such as increasing economic efficiency and quality of life, eliminating labor shortages, dealing with 

population aging and strengthening national defense power, are interested in obtaining the potential benefits of 

artificial intelligence and have accelerated the development and deployment of this technology in various fields 

through various means, including development-oriented policymaking and regulation. Along with the undeniable 

applications and benefits of this technology, unintended consequences are also created that have raised concerns. 

Although a significant literature has been developed on the governance and regulation dimensions of artificial 

intelligence, the context-based regulation of artificial intelligence has been largely neglected. Contextual 

regulation in this study refers to the analysis of regulatory needs from the perspective of distinct functional 

domains, each of which has different expectations, requirements, stakeholders, actions, and generally the 

discourse governing it. The present study selected these domains based on the PEST model and analyzed 

examples of context-based regulation in the core dimensions of AI regulation, including accountability, safety 

and security, privacy, transparency, explainability, fairness and non-discrimination, human control of technology, 

professional responsibility, and promotion of human values, in each of the domains of the aforementioned model, 

including the political, economic, social, and technological domains, and presented regulatory needs based on 

that. 
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 دهیچک

اده از با استف پژوهشگراندستياري ، تشخيص پزشکی سلامت وهايی مانند وسايل نقليه خودران، هوش مصنوعی در حوزهگسترده کاربرد 

در  است.جوامع متنوع هاي عملکردي حوزهدر  روزافزون اين فناوريدهنده اهميت نشانهاي دفاعی، باتيک و حوزههاي زبانی بزرگ، رمدل

 با مقابله ،کار يروين کمبود رفع زندگی، کيفيت و اقتصادي کارايی هايی چون افزايشهجهان با انگيز سراسر در هادولت و اين راستا صنايع

 را ناوريف اين استقرار و توسعه و هستند مصنوعی هوش از ناشی بالقوه منافعکسب  به مندعلاقه ملی، قدرت دفاع تقويت و پيري جمعيت

نکار ادر کنار کاربردها و مزاياي غيرقابل .اندکرده تسريع مختلف هايحوزه درمحور، گري توسعهو تنظيم يگذاراستيسبه طرق گوناگون اعم از 

ادبيات اگر چه  .است آورده به وجودرا هايی و دغدغهها نگرانی شود کهمی اي نيز ايجاد، پيامدهاي غيرمنتظره و ناخواستهاين فناوري

هوش  (بافتارمبتنی بر وند )زمينه گريليکن تنظيم، افتهيتوسعهگري هوش مصنوعی حکمرانی و تنظيم ابعاد خصوصتوجهی در قابل

هاي گري از ديد دامنهاين پژوهش احصاء نيازهاي تنظيم وند درگري زمينهمنظور از تنظيم .تا حدود زيادي مغفول مانده است ،مصنوعی

هاي ديگر متفاوت از دامنه بر آنعام گفتمان حاکم  به طورقدامات و انفعان، ذيالزامات، عملکردي متمايز است که در هر دامنه انتظارات، 

ري گري مبتنی بر بافتار را در ابعاد محوري تنظيمگو مصاديق تنظيم برگزيد PEST الگوي بر اساسها را در اين دامنهپژوهش حاضر است. 

 فناوري، نسانیا کنترل ،ضيعدم تبع و پذيري، انصافتوضيح ،شفافيت خصوصی، حريم امنيت، و ايمنی پاسخگويی،هوش مصنوعی مشتمل بر 

ورد م ی، اقتصادي، اجتماعی و فناورانههاي الگوي مذکور شامل دامنه سياسدر هر يک از دامنه، انسانی هايارزش يارتقا و ايحرفه مسئوليت

 .استارائه کرده ا رگري آن نيازهاي تنظيم بر اساسو واکاوي قرارداده 

 

 PEST، الگوي وندگري، تحليل زمينههوش مصنوعی، حکمرانی، تنظيم: کلیدواژگان
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  مقدمه -1

 رفتار سازماندهی نحوه تغيير حال در سرعتبه( AI) مصنوعی هوش

 هوش هايسيستم. است امروزي جامعه در ماعیاجت تعاملات و

 نند،کمی پشتيبانی هاآن عمليات از که هايیالگوريتم و مصنوعی

 بازي جامعه براي ارزش پر هايگيريتصميم در را مهمی نقش

 هايخيصتش که بالينی تصميم پشتيبانی هايسيستم از کنند،می

 تمالاح که پليسی هايسيستم دهند،می انجام را پزشکی

 يلتر کهف هايتا الگوريتم کنندمی بينیپيش را مجرمانه هايفعاليت

. توان نام برد، میکنندیمرا ارائه  سازيشخصی و بنديدسته

 پيامدهاي توانندمی همچنين مصنوعی هوش کاربردي هايبرنامه

 ار خطرات از جديدي اشکال و کنند ايجاد ايناخواسته و غيرمنتظره

 .شوند مديريت هادولت توسط مؤثر طور به بايد که کنند ايجاد

 غيرقابل مزاياي فناوري و برخی از کاربردهاي آن، اين شک، بدون

 ماهيت به توجه با مختلف به همراه دارند اما هايزمينه در را تصوري

هاي اقتصادي، نيز در حوزه را اساسی هايچالش ها،آن سازدگرگون

 توسعه . همگام با[1] اندايجاد نمودهاجتماعی و فرهنگی براي جوامع 

هاي ناشی از توسعه اين مصنوعی، بروز برخی چالش هوش روزافزون

هاي متعدد ديگر در اين حوزه بينی ظهور چالشها و پيشفناوري

 ات کنند تلاش سخت المللیبين جوامع و باعث شده است کشورها

را  ايمن حال عين در و نوآوري با سازگار ريگتنظيم هايچارچوب

 یناش مخاطرات رساندن حداقل به و مزايا رساندن حداکثر به با هدف

اگر چه اين روند  .ايجاد نمايند مصنوعی هوش هايفناوري از

توجهی در حال پيشروي گري با شتاب قابلگذاري و تنظيمقانون

تا نهادهاي  انجامدمیبه طول ها آغاز راه است و سالاست، اما اين 

د شونايجاد با شرح وظايف و اختيارات مشخص نظارتی تنظيمی و 

. [2] به درستی محقق نمايندگري را در صنعت و جامعه و تنظيم

هوش مصنوعی که از ديرباز مورد توجه دانشمندان و فناوران حوزه 

اره بين دهه سابقه است، به يکمحاسبات و رايانش بوده و داراي چند

اي ههاي پرسرعت و نيز توانمنديبا رشد و توسعه حيرت انگيز رايانه

ها و بخصوص امکان تشکيل و تحليل آوري دادهحوزه انبارش و جمع

ها و توسعه افزارهاي اين حوزه، محل توجه صنايع و نيز کلان داده

انمندي کشورها ها قرار گرفته و به عنصري مهم در سنجش تودولت

چه مسلم است آنهاي جهانی قرار گرفته است. و نيز موازنه قدرت

ايجاد تحولات ساختاري  فناورانه، تغييرات مزاياي از منديبهره براي

ناپذير اجتناب گوناگون جهان هايبخش اجتماعی در-و اقتصادي

ت که توسعه فناوري به ويژه جمله بيانگر اين معناس اين .[3] است

عوامل مشترک در  به سو يک از تواندساز، میهاي تحولفناوري

با  اندتومی ديگر، سوي از و باشد مرتبط کشورها و بسترهاي مختلف

گاهی ن .باشد کشور و بافتار آن است، در ارتباط هر مختص که عواملی

اي ملی هاي اخير راهبردهاجمالی به آمار کشورهايی که در سال

 .[4] يد اين موضوع استؤاند مخود را اعلام نموده

تعداد سالانه  ،هاي هوش مصنوعیمرتبط با شاخص يهاگزارشطبق 

 ،کشور مورد بررسی 121مرتبط با هوش مصنوعی در  مصوب قوانين

 افتهيشيافزا 2022مورد در سال  31به  2010از يک مورد در سال 

هوش مصنوعی در بررسی اسناد راهبردي همچنين . [4] است

گري يکی از ارکان بخش تنظيم که دهدکشورهاي مختلف نشان می

 10اسناد است. براي نمونه در سند راهبردي آلمان  در تمامیمهم 

 0براي چين اين تعداد گري تخصيص داده شده و محور به تنظيم

  .[5] است محور 14و سوئد محور  11، آمريکا محور 9ه ، فرانسمحور

، اشاره آمده استکه در گزارش سالانه شاخص هوش مصنوعی چنان

 جهان سراسر در مصنوعی هوش قوانين و مقررات موضوعه به مفهوم

 2110 به 2022 سال مورد در 1241 از و است شده دوبرابر تقريباً

 49 قانونی اسناد در مصنوعی هوش. است رسيده 2023 لسا در

 یسياست نفوذ گفتمان است که مويد شده ذکر 2023 سال در کشور

بيشتر  2023در سال جهانی است.  مصنوعی در گستره هوش

هاي منتشر شده مربوط به کشورهاي کم درآمد يا با درآمد استراتژي

در دسته کشورهاي کمتر از متوسط بوده است و روندا اولين کشور 

کم درآمد است که استراتژي خود را منتشر کرده است. کشورهاي 

تاجيکستان، سنگال و بنين هم در سال جاري ميلادي استراتژي 

 . [4] اندخود را منتشر کرده

هاي حقوقی گوناگون در پاسخ به توسعه هوش مصنوعی، نظام

-اين فناوري ايجاد کرده در مواجهه بارا تنظيمی مختلفی  مداخلات

کننده را از طريق برخی کشورها حمايت از مصرف کهیدرحالاند. 

دهند، برخی ديگر با گيرانه در اولويت قرار میوضع مقررات سخت

، حالنيبااکنند. تر، نوآوري را ترويج میگيرانهاتخاذ رويکردي سهل

تواند به صنوعی میگري هوش ممقايسه الگوهاي مختلف تنظيم

 کننده در برابريافتن تعادل مناسب ميان نوآوري و حمايت از مصرف

 مخاطرات هوش مصنوعی کمک کند. 

گري در توسعه هوش مصنوعی نقش مهمی تنظيم ،اساسنيبرا

ر د توجهی راقابلقرار نگيرد، موانع  موردتوجه کهیدرصورتداشته و 

خلق  موازاتبهبايد که  دهدقرار می مطلوب و متوازن توسعه برابر

ها، با وضع قوانين و مقررات آن يريکارگبههاي اين زمينه و فناوري

 سؤالرا هموار نمود. نکته مهم در اين زمينه و  موردنظردقيق، مسير 

گري هوش مصنوعی از بافتار و زمينه اساسی آن است که آيا تنظيم

 متأثرانی باشد، کشوري يا جه ،تواند سازمانیحاکم بر آن که می

 ريأثتگري آن شود يا خير. چه وجوهی از بافتار و زمينه بر تنظيممی



 یهوش مصنوع وندنهيزم گريميتنظ يازهايچارچوب ن

 

بر  رگذاريتأثوند گذارد. اين مقاله در صدد است ابعاد زمينهمی

 تحليلگري هوش مصنوعی را مورد تحقيق قرار دهد. تنظيم

 هايیويژگ درک براي ينديفرا عنوانبهو مبتنی بر بافتار  وندزمينه

 که اعیاجتم و فرهنگی فيزيکی، اقتصادي سياسی، فنی، وقعيتی،م

 گويی به اين پرسشکرد، مسير پاسخ کار خواهد آن در سيستم يک

 را هموار خواهد نمود.

 گريدر ادامه، در بخش دوم پژوهش، مروري بر ادبيات موضوع تنظيم

هوش مصنوعی انجام شده است. در بخش سوم و چهارم ضمن 

وندي و ضرورت پرداختن به آن در مباحث مينهتعريف مفهوم ز

گري، متدولوژي پژوهش تشريح شده است. در بخش مرتبط با تنظيم

ه ، بگرفتهصورتهاي هاي حاصل از مطالعات و تحليلپنجم، يافته

گري هوش هاي محوري تنظيمتفکيک اصول اساسی و ويژگی

 يدهاشنهايپمصنوعی ارائه شده است و در نهايت در بخش ششم، 

 .وند هوش مصنوعی مورد بررسی قرار گرفته استگري زمينهتنظيم

 مرور ادبیات -2

هاي هوش مصنوعی و تجارب هاي جديد در زمينه فناوريقابليت

گيري از آن براي پردازش گفتمان بشري اعم جديد جهانی در بهره

، اقدامات، رخدادها، سخنان و يهاگزارشاز متون علمی، مستندات، 

گيرد و ارائه نتايج شگرف اين مفهوم قرار می ر دامنه تعريفهرآنچه د

قی و منط هايدر توليد آگاهی، تحليل، تفسير و نيز ارائه استنتاج

دهنده نحوه رسيدن به نتايج ی و نيز نظامات توضيحتمحاسبا

دهنده تحولی عظيم است استخراج شده براي اقناع پرسشگر، نشان

د که نمونه بارز آن محصولاتی است روي ابنا بشر قرار دارکه پيش

ارائه کرده است مانند چت.جی.پی.تی و يا  1که شرکت اپن.اي.آي

محصول شرکت گوگل که بنام گوگل بارد ارائه کرده است. بخش 

هاي و تحولات اين زمينه، مرهون رونمايی هاوجوشجنببزرگی از 

 است که تمام توجهات جهانی را به خود جلب نموده ینيچننيا

  است.

 دارموث کالج تابستانی کنفرانس در بارنياولهوش مصنوعی  اصطلاح

 هوش مصنوعی مطالعاتیشد؛ اما حوزه مطرح  1900سال در امريکا 

 که آنچه خلق در نقش محوري شده بود. مثلاً تعريف آن از قبل عملاً

( 1904-1994) وينر نوربرت را شودمی ناميده کنترل تئوري امروزه

 سايبرنتيک، عنوان با 1949 سال در او پرفروش کتابکرد.  ايفا

 هوش مصنوعی با هايیماشين ساخت امکان به همگانی توجهجلب

 .[6] داشت دنبال به را

                                                 
1 OpenAI  
2 Regulation  

تورينگ در زمانه جنگ جهانی که هيتلر بخش اعظمی  آلن ديدگاه

تأثيرگذاري را  نهاي اروپايی را تسخير کرده بود، بيشترياز سرزمين

هاي آزمايشگاهی او و فعاليت بر اساساست و  در اين زمينه داشته

 مشابهت آمد. تورينگ، به وجودهمکاران، شکل جديدي از هوش 

 نظري به کمک بنيادهاي را انسانی تفکّر نديفرا و محاسباتی نديفرا

 هادنيفرارايانه عملگر و تلفيق اين  اوّلين بررسی و با اختراع محاسبات

 ازيموردنهاي در ساخت رايانه و انجام محاسبات مرتبط با رمزگشايی

هاي فناوري اين يريکارگبهدر  هاتلاش لينوا سازنهيزمجنگ، 

 .[6] گرديد هوش سازيشبيه براي جديد

در اين دوره، تجارت و  آمدهدستبهپس از توفيقات نظري و عملی 

 صنعت که يطوربهوش به اين فناوري نشان داده صنعت روي خ

 ميلياردها به 1990 سال در دلار ميليون چند حجم از مصنوعی هوش

 هايسيستم ساخت شرکت صدها شامل که ديرس 1999 در دلار

 افزارسخت و افزارنرم ها،روبات بينايی، هايسيستم هوشمند،

افول  هايهدور آن، از پس يزودبه بود. اما اين حوزه مخصوص

 که ايدوره شد؛ مصنوعی خوانده هوش زمستان که فرارسيد

 سقوط به العاده،خارق هايوعده تحققّ در ناکامی ها به دليلشرکت

  .[6] شدند کشيده افول و

هاي رونق و نيز افول متعددي هوش مصنوعی همانند مثال فوق دوره

هاي اخير پيشرفتبا  یاست؛ ولطی نموده هاي گذشته را در دهه

ترديدهاي اين حوزه را از بين برده و مسير روشنی از  خود عملاً

توسعه و پيشرفت و توفيقات خود را نشان داده است. يکی از وجوهی 

مهمی در پيشرفت اين حوزه و رفع موانع آن دارد و بايد  ريتأثکه 

با  زمانهمختلف را نفعان مهاي ذيها و دغدغهسعی کند نگرانی

 است.  2گريپيشبرد راهبردهاي توسعه در نظر بگيرد، مسئله تنظيم

 دهد،اتفاقات در يک زمينه رخ می معمولاً زمانی که انبوهی از

آيد و مسائل و مشکلات خود را اعتراضات عمومی به وجود می

شود. سازند، تنظيم مقررات مطالبه مینمايان می جيتدربه

ها طول آغاز راه است و سال مثابهبهاين شرايط  وجودآمدنبه

 شود و شروع به تنظيمکشد تا اينکه يک نهاد نظارتی ايجاد میمی

  .[2] کندصنعت می

ترين گري آن به يکی از جديموضوع هوش مصنوعی و تنظيم

ان بدل آن جوامع علمی و انديشمند تبعبههاي حکمرانان و دغدغه

قوانين و اسناد هوش مصنوعی در  و اين دغدغه در قالب شده است

 - یحقوقهاي زمينه درنظرگرفتنو با  هاي حقوقی مختلفنظام

ده شتدوين و تصويب  ،، اقتصادي، فلسفی و بعضاً سياسیاخلاقی
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مقررات حفاظت از داده  توان به مواردي چونمی رابطهنيدرا. است

براي هوش مصنوعی قابل اخلاقیراهنماي  ،(2010) 1اتحاديه اروپا

 2اعتماد توسط گروه کارشناسان ارشد هوش مصنوعی اتحاديه اروپا

(، در اتحاديه 2023) 3قانون هوش مصنوعی اتحاديه اروپا ( و2019)

خودکار و  هايسامانه اخلاق در خصوص IEEEی ابتکار جهان اروپا و

هوش  مسئولانهعه ، بيانيه مونترال براي توس (2010) 4دهوشمن

در OECD0 (2019 ،)اصول هوش مصنوعی  ( و2019) 0مصنوعی

 . [7] ی، اشاره نمودعرصه جهان

مفهومی براي تنظيم  یچارچوب ،و همکاران 1در اين راستا، آلميدا

گذاري عمومی کند که تمام مراحل سياستهوش مصنوعی ايجاد می

گيرد. اين مقاله ليه تا حکمرانی پايدار را دربر میمدرن، از اصول او

يک بررسی سيستماتيک گسترده از ادبيات مربوط به مقررات هوش 

منتشر شد را انجام داده  2020و  2010هاي مصنوعی که بين سال

 يريکارگبهاست. در اين تحقيق انواع مخاطرات مرتبط با توسعه و 

. اين مقاله ضمن توصيه ستگرفته اهوش مصنوعی مورد بررسی قرار 

گونه اين فناوري هشدار میبه اجتناب از پذيرش و توسعه بی پروا

دهد که عدم توجه به ملاحظات اين زمينه ممکن است موجب 

اجتماعی و سياسی در جامعه شده و در نتيجه آزادي، تعيين  یثباتیب

 و علاوهبههاي انسانی را تهديد کند و سرنوشت، حقوق بشر و ارزش

هاي توسعه را از بين ببرد. دلايلی که در تر از همه اينکه فرصتمهم

شود گري هوش مصنوعی برشمرده میاين تحقيق براي تنظيم

 :[8] از اندعبارت

قانونی که در آن  چارچوبنياز توليدکنندگان به درک يک  .1

 عمل کنند. اعتمادقابلبتوانند به طور 

و جامعه به محافظت از وسايلی که ممکن  کنندگانمصرفز نيا .2

 ها تأثير منفی بگذارد.ها آسيب برساند يا بر آناست به آن

 هاي تجاري نياز به فرصت .3

را مشتمل  گري هوش مصنوعیاصول تنظيماين پژوهش همچنين 

پذيري، ايمنی حريم خصوصی، مسئوليتبر مواردي چون حفاظت از 

ترل ، کنضيعدم تبع، انصاف و يريپذحيتوض و امنيت، شفافيت و

، هاي انسانیارزش يارتقااي و انسانی فناوري، مسئوليت حرفه

 .[8] شمردبرمی

                                                 
1 General Data Protection Regulation (GDPR) 
2 Ethical Guidelines for Trustworthy AI by the EU High-Level Expert Group on AI 
3 Artificial Intelligence Act (AI Act) 
4 IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems 
5 Montreal Declaration for a Responsible Development of Artificial Intelligence 
6 OECD Principles on Artificial Intelligence 
7 Almeida 
8 Buiten 

مرانی بر هوش مصنوعی: کبا عنوان حدر پژوهش خود  9بويتن

هاي عميقی از تحليل ،هاي اخلاقی، قانونی و فنیها و چالشفرصت

 حکمرانیهاي هاي اخلاقی، قانونی و فنی ناشی از توسعه رژيمچالش

پژوهش با کند. اين هاي هوش مصنوعی ارائه میبراي سيستم

که توسط کارشناسان برجسته  هشت مقاله محوريگردآوري 

هاي هوش مصنوعی، علوم کامپيوتر، علوم داده، المللی در زمينهبين

و علوم اجتماعی نوشته  مهندسی، اخلاق، قانون، سياست، رباتيک

 :[9] نمايدمیبر سه حوزه زير تمرکز ، اندشده

ترين مسائل اخلاقی مطرح حاکميت اخلاقی: تمرکز بر مرتبط .1

شده توسط هوش مصنوعی، پوشش موضوعاتی مانند انصاف، 

شفافيت و حريم خصوصی )و نحوه واکنش در زمانی که استفاده 

تواند منجر به تبعيض در مقياس بزرگ مصنوعی می از هوش

)استفاده از هوش مصنوعی  شود(، تخصيص خدمات و کالاها

اقتصادي )پاسخ  يیجاجابهها( و توسط صنعت، دولت و شرکت

اخلاقی به ناپديدشدن مشاغل به دليل اتوماسيون مبتنی بر 

 هوش مصنوعی(.

 عنوانبهپذيري و تفسيرپذيري: اين دو مفهوم توضيح .2

هاي ممکن براي افزايش عدالت الگوريتمی، شفافيت و سازوکار

حق »شوند. براي مثال، ايده پاسخگويی در نظر گرفته می

تصميمات الگوريتمی در اروپا مورد بحث است. اين « توضيح

دهد که اگر الگوريتمی در مورد حق به افراد اين حق را می

است وام( توضيحی ها تصميم بگيرد )مثلاً امتناع از درخوآن

، اين حق هنوز تضمين نشده است. حالنيباادريافت کنند. 

را  «آلتوضيح الگوريتمی ايده»علاوه بر اين، اين که چگونه 

هاي توان در سيستمتفسير کنيم و چگونه اين توضيحات را می

 ماند.هوش مصنوعی تعبيه کرد، باز باقی می

 یبررسرقابليغتمی هاي الگوريحسابرسی اخلاقی: براي سيستم .3

ر توانند صرفاً بهاي پاسخگويی نمیسازوکارو بسيار پيچيده، 

ان عنوهاي حسابرسی بهسازوکارتفسيرپذيري تکيه کنند. 

هاي ها و خروجیاند که وروديهاي ممکن پيشنهاد شدهحلراه

ه کنند، نها بررسی میها را از نظر سوگيري و آسيبالگوريتم

 .[9] يستم را باز کننده نحوه عملکرد ساينک

اي در سراسر دنيا المللی و منطقههاي همکاري بينکشورها و حوزه



 یهوش مصنوع وندنهيزم گريميتنظ يازهايچارچوب ن

 

کارگيري هوش مصنوعی و غلبه بر تسهيل توسعه و به منظوربه

ها و تهديدات احتمالی ناشی از آن، راهکارها و رويکردهاي آسيب

ل اگرچه ايده کلی تأثير عواماند. هگري متعددي را به کار بستتنظيم

، در ادبيات آکادميک، شده استها قبل شناخته اي از دههزمينه

وندي و عوامل آن وجود ندارد و اتکايی از زمينهتعريف دقيق و قابل

 گري، متغيرهايگذاري يا تنظيمسياست مسئلهماهيت  بهباتوجه

 . تشده اسمتنوعی، توسط پژوهشگران معرفی  ايزمينه

 وندي، متأثر ازمرتبط با زمينه رگذاريتأثعوامل  نيترمهميکی از 

 اقتصادي حاکم بر حکمرانی کشورها است که بر هرو  سياسیمبانی 

گذاري مرتبط با هوش مصنوعی جمله قاعده گذاري ازنوع قاعده

مبنا را سه الگوي  ، پيگاتو و همکارانخصوصنيدرااست.  اثرگذار

، تعريف یهوش مصنوعها از جمله ناوريبر فبراي حکمرانی 

 :اندنموده

هاي بزرگ و فراملی خود از طريق فناوري :يیکايآمر يالگو. 1

دهد و داده و سياست اقتصادي بازار آزاد را در اولويت قرار می

 کند.اطلاعات را به منابع قدرت سايبرنتيک تبديل می

طح اي در سمنطقه رانهيگسختاستفاده از مقررات  :يیاروپا يالگو. 2

هاي جهانی فعال در حوزه فضاي شرکتبراي کنترل و مهار  اتحاديه

 مجازي 

محدودسازي حضور  ومداخله مستقيم دولت : ینيچ يالگو. 3

هاي تکنولوژي خارجی و حمايت مالی و معنوي گسترده از شرکت

 .[10] بومی صورتبهتوسعه فناوري 

گري هوش مصنوعی هاي مدنظر کشورها در حوزه تنظيمگیاهم ويژ

 دولج در ،دکناي فوق تبعيت میي زمينههاالگويکی از که بعضاً از 

 .[5] آمده است، 1

  

گری کشورهای های محوری اسناد راهبردی و تنظیمویژگی .1 جدول

 مورد بررسی

 گریدر تنظیم مدنظرهای محوری ویژگی رکشو

 آلمان

 

در  تيو حساسگيري پذيري؛ سختشفافيت الگوريتمی، توضيح

 سلامت 

 هاحفاظت از داده

از  منظور جلوگيريپذيري، شفافيت و اعتبارسنجی بهبينیپيش

 بينیگيري و پيشو تبعيض در زمينه تصميم سوءاستفاده

رايت در زمينه استفاده از داده و متون سازگار کردن قوانين کپی

 اي اهداف يادگيري ماشين بر

 

 چين

 هارمونی و دوستی

 انصاف و عدالت

 پذيريحريم خصوصی، امنيت و کنترل

 توجه بيشتر به حقوق مالکيت فکري و حمايت از حقوق فکري 

 هاي اخلاقی ارزش

 فرانسه

 اخلاق تخصصی هوش مصنوعی 

 هاي هوش مصنوعیدهندگان الگوريتمتضمين پاسخگويی توسعه

 يضدبشروسعه کاربردهاي در قبال ت

 هاي هوش مصنوعی سازي سامانهشفاف

 ليتوانی

 به هوش مصنوعی محورانسانرويکرد 

  AIتوجه به اهداف اخلاقی 

 بودن اعتمادقابل

 يريپذهيو توجشفافيت 

 حفظ حريم خصوصی

 امنيت

 مکزيک

 حفظ حريم خصوصی

 هاي شخصیمحافظت از داده

 مالکيت فکريپذير برخورداري از نظام انعطاف

 قطر

 نظام اخلاقی 

ها، بهداشت و پاسخگو در مناطق حساس جامعه مانند دادگاه

 سلامت

 محافظت از شهروندان در برابر حملات سايبري

 حفظ حريم خصوصی

 دسوئ

 توجه به ملاحظات اخلاقی

 ايمنی، امنيت

 اعتمادسازي و شفافيت

 بسيار بر ابعاد انسانی و اجتماعی هوش مصنوعی ديتأک

 حفاظت از حريم خصوصی

 ترکيه

هاي هوش از داده و الگوريتم مورداستفادهلزوم وضع مقررات در 

 ت ملی و سلامتنيهاي حساس همچون امنوعی در زمينهمص

گيرانه در زمينه رعايت اخلاقيات هوش مشی سختلزوم تعيين خط

 مصنوعی

هاي فکري گيرانه براي محافظت از دارايیوضع مقررات سخت

 هوش مصنوعی در ترکيه زمينه

 امارات

 هاي خصوصی مردماطمينان از امنيت داده

 اطمينان از حسن استفاده از هوش مصنوعی

 اطمينان از يکپارچگی و امنيت اطلاعات

 توجه بسيار بالا به امنيت و حفاظت از شهروندان

 حريم خصوصی شهروندان

 آمريکا

 يرتفسن، قابلو ايم اعتمادقابلهاي هوش مصنوعی طراحی سيستم
هاي هوش مصنوعی هماهنگ با اهداف اخلاقی، توسعه سيستم

 قانونی و اجتماعی آمريکا
 هاي هوش مصنوعی امن و قدرتمندطراحی سيستم

 هاي هوشبهبود عدالت، شفافيت و پاسخگويی از طريق سيستم
 مصنوعی

 مالکيت فکري 
 پذيري و امنيتپاسخگويی به ثبات، عدالت، توجيه
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گري هوش مصنوعی مبتنی بر تنظيمشاخص اي از ن نمونهبه عنوا

توان به قانون هوش مصنوعی اتحاديه اروپا اشاره رويکرد اروپايی می

نمود که با توجه به ساختار و زمينه حقوقی، اقتصادي، سياسی و 

 گانهو در محورهاي هشت [11]اجتماعی خاص، نگاشته شده است 

 [8]ارائه شده توسط آلميدا و همکاران  گري هوش مصنوعی،ظيمتن

 2امنيت و ايمنی ،[12] 1پاسخگويیشامل  [9]و بويتن و همکاران 

، [16 ,15] 4پذيريتوضيح و شفافيت ،[14] 3خصوصی حريم ،[13]

 ،[19] 0فناوري انسانی کنترل ،[18 ,17] 0تبعيضعدم و انصاف

، به اين رويکرد 9انسانی هايارزش ارتقاء و [20] 1ايحرفه مسئوليت

 پايبند بوده است. 

 تراتژياس هر توسعه براي اساسی مبناي يک وندزمينه ليوتحلهيتجز

 هايمحرک بهتر درک است. براي تغيير است که به دنبال ترويج

 که ايزمينه به محققان يک سياست يا راهبرد خاص، ناکارآمدي

 اهميت افتدمی اتفاق آن در گرينظيمگذاري و تسياست نديفرا

 «ايزمينه آگاهی» اصطلاح با اغلب رويکردي چنين. دهندمی زيادي

 9شيليت و تيمر توسط 1994 سال که نخست در است مرتبط

 اگر چه رويکردهاي متعددي .[21] است قرار گرفته مورداستفاده

 ها و مقررات بااعمال سياستتدوين و  نديفرا ترکيب براي

دارد، اکثر اين رويکردها بر اين  وجود زمينه با مرتبط هايحساسيت

تنها  گريايده مبتنی هستند که اتخاذ يک سياست يا اعمال تنظيم

روزآوري زمانی موفق خواهد بود که در هر مرحله از ارزيابی و به

ي به الزامات وندي و پايبندها، راهبردها و مقررات، زمينهسياست

 فرض انگاشته شود. زمينه، پيش

 روش تحقیق -3

دهد که هر گري هوش مصنوعی نشان میبررسی الگوهاي تنظيم

ا، هنظام حقوقی براي يافتن الگو بايد متناسب با اهداف، سياست

و فناوري خود اين  ، فرهنگیهاي نظام حقوقیاقتضائات و ويژگی

 - یفيتوص ت،يز نظر ماهاکه پژوهش حاضر . موضوع را سامان دهد

، تمحتوا اس یفيک ليو تحل يو از نظر روش، مطالعه اسناد یليتحل

                                                 
 Accountability 

 Safety and Security

 Privacy

 Transparency and Explainability

 Fairness and Non-discrimination

 Human Control of Technology

 Professional Responsibility 

 Promotion of Human Values
9 Schilit & Theimer 

 گري هوش مصنوعیآيا تنظيم کهدر پی پاسخ به اين پرسش است 

ی کشوري يا جهان ،تواند سازمانیاز بافتار و زمينه حاکم بر آن که می

ر شود يا خير. چه وجوهی از بافتار و زمينه بمی متأثرباشد، 

 وند، نخستين مرحلهزمينه تحليل گذارد.می ريتأثگري آن تنظيم

 رويکرد يک مستلزم است که براي مداخله ريزيبرنامه هنگام

ي ابر تغييرات زمينه سيستماتيک طور است که به تکرارشونده

مستمر  اهميت مداخله و سنجیامکان نموده و از اين طريق، نظارت

 . نمايد را تضمين

 از ادهاستف به تمايل ادبيات موضوع، در ک نکته برجسته،ي عنوانبه

براي  (فنی اجتماعی و اقتصادي، سياسی، مخفف) PEST چارچوب

که عموماً ناشی از  دارد وجود ايزمينه عوامل تربندي دقيقطبقه

 ديبندسته به قادر است که ايشده تثبيت چارچوب اتخاذ انگيزه

 هايويژگی از ديگر يکی. شدبا محيطی کلان ديدگاه از عوامل

 تاس زمينه متغير هر پويايی اي،زمينه عوامل اعتنايملموس و قابل

 تلقی تغيير حال در سرعتبه خارجی محيط اينکه بهباتوجهکه 

 نوسان و ، تنوعPESTبندي ارائه شده در قالب الگوي طبقه شود،می

 ارزيابی .ددهتري مدنظر قرار میرا با نگاه روشن ايزمينه عوامل

 ژيکاسترات اندازچشم يک داشتن به مختلف ابعاد طريق از وندزمينه

 راهنماي يک عنوانبه PESTکند و می کمک ممکن مداخلات از

 رايب ابزار انتخاب در توجهیقابل پذيريکه انعطاف حالنيدرع کلی،

 زا بيش ليوتحلهيتجز کند، ازمی فراهم دانش و اطلاعات آوريجمع

 .کندمی جلوگيري تمرکز دادنازدست و اکندهپر حد

و کلان مؤثر بر  یطيتمرکز مقاله بر عوامل مح بهباتوجهلذا 

 یچارچوب مفهوم عنوانبه PEST يالگو ،يگرميتنظ يگذاراستيس

انجام پژوهش در مراحل  نديفرا. منتخب پژوهش در نظر گرفته شد

 انجام شده است: ريز

اد معتبر و اسن یمل کتب، مقالات علمشا يمنابع نظر يگردآورالف( 

 یهوش مصنوع يگرميدر حوزه تنظ یالمللنيب یاستيس

وش ه يگرميمرتبط با تنظ يو انتخاب اسناد راهبرد يیشناساب( 



 یهوش مصنوع وندنهيزم گريميتنظ يازهايچارچوب ن

 

 ،نيچ کا،ياروپا، آمر هيمنتخب )از جمله اتحاد ياز کشورها یمصنوع

 يگرميتنظ يکردهايرو یقيتطب لي( با هدف تحلرانيآلمان، سوئد و ا

از  يگرميتنظ يمحوراصولها و شاخص يبندو طبقه استخراجج( 

 ،تيو امن یمنيا ،يیهمچون پاسخگو یشامل اصول ادشده،ياسناد 

 ،ضيعدم تبعانصاف و  ،يريپذحيو توض تيشفاف ،یخصوص ميحر

 یسانان يهاارزش يارتقاو  ياحرفه تيمسئول ،يفناور یکنترل انسان

 PEST يها با ابعاد الگوآن قياد و تطباسن یفيک يمحتوا ليتحلد( 

عاد از اب کيدر هر  مندنهيزم يگرميتنظ قياستخراج مصاد منظوربه

 چهارگانه

 بر يگرميتنظ يازهاين شينما يبرا ياسهيجداول مقا نيتدوه( 

 و فناورانه یاجتماع ،ياقتصاد ،یاسياساس بافتار در ابعاد س

 ،یاسيس طيشرا درنظرگرفتنبا  و هاافتهيبر اساس  ،يیگام نها درو( 

شور در ک يگرميتنظ ژهيمکمل و و يازهاين ران،يو فناورانه ا یفرهنگ

 و ارائه شد. نيتدو

 گرفتهانجام 1مضمون ليها به روش تحلداده ليپژوهش، تحل نيا در

منابع  يگانه سازسه ها،افتهياعتبار  شيافزا منظوربهاست و 

رار ق موردتوجه( یقيمنابع تطب و یاستياسناد س ،ي)مطالعات نظر

  گرفته است.

 هایافته -4

اساس تحليل اسناد راهبردي کشورهاي مختلف و تطبيق آن با بر 

هاي گري هوش مصنوعی تفاوترويکردهاي تنظيم ،PEST چارچوب

هاي سياسی، اقتصادي، اجتماعی و معناداري در پاسخ به دغدغه

، قابل مشاهده 1در جدول  گونه کههمان فناورانه دارند. براي نمونه،

در برخی کشورها مانند آلمان و فرانسه، شفافيت الگوريتمی و  است،

که لیدر حا ،دهندگان مورد تأکيد قرار گرفته استگويی توسعهپاسخ

کشورهايی نظير چين، امارات و ترکيه رويکرد متمرکزتري بر کنترل 

 کشورها در براساس مطالعه اسنادو امنيت در محيط سايبري دارند. 

مصنوعی و الگوهاي حکمرانی حاکم بر جفرافيايی زمينه هوش

ها انیگيري براي رفع نگرسياسی کشورها و نيز فضاي نياز به تنظيم

هاي نياز در چهاردسته سياسی، چارچوبها، هاي کشورو دغدغه

 احصاء شده است. اقتصادي، فرهنگی و فناورانه 

مانند استفاده از  يیهاچالشمختلف با  يکشورها ،یاسيدر بعد س

 ،یاسيس یخصوص مينقض حر ،یاخبار جعل ديدر تول یهوش مصنوع

اساس،  نياند. بر هممواجه یمل تيامن داتيو تهد

                                                 
Thematic Analysis 

مقابله با  ،یتميالگور تيشفاف نهيدر زم يیهايگذاراستيس

 يارهاهنج نيخودکار هوشمند، و مشارکت در تدو يهاسلاح

 اند.شده یطراح یالمللنيب

 

د رش يهاتياز ظرف يبردارتمرکز کشورها بر بهره ،يبعد اقتصاد در

د مانن یمخاطرات تيريمد نيدر ع ،یاز هوش مصنوع یناش ياقتصاد

 يهادر نظام يريو سوگ ياقتصاد ينابرابر ،يساختار يکاريب

 گرميتنظ يهاسازوکار یبُعد، لزوم طراح نيبوده است. در ا گرهيتوص

آلوده و حفظ  يمقابله با اطلاعات اقتصاد از مشاغل، تيحما يبرا

 قرار گرفته است. ديموردتأککنندگان منافع مصرف

 ،یفرهنگ يهاهمچون حفظ ارزش ینيمضام ،یبعد اجتماع در

 یخصوص ميها، حفاظت از حردر سامانه یو مذهب یقوم یطرفیب

هوش  یاز اثرات منف يريشگيافراد در حوزه سلامت و آموزش، و پ

)مانند خانواده و آموزش( استخراج  یاجتماع ينهادها بر یمصنوع

سواد هوش  يارتقا و یموضوع آموزش عموم ن،ياند. همچنشده

 شده است. یتلق يگرميدر جامعه از الزامات مهم تنظ یمصنوع

 ،یهوش مصنوع يهارساختيز تيبه امن ازين ز،يبعد فناورانه ن در

 تيها و قابلادهد تيريمد ها،تميالگور يکاردستمقابله با 

 ،یفن تيها مطرح شده است. لزوم شفافسامانه نيب يريپذتعامل

 ینيبشيو پ یکنترل انسان تيقابل یها، طراحمدل یاعتبارسنج

 بخش است. نيا يديکل نيمضام هها از جملسامانه یفن يامدهايپ

 وندیسیاست و زمینه -4-1

 رد ايهفزايند طور به گذشته دهه در «سياست» و «بافتار» رابطه

 زمينه که اندمحققين دريافته. است شده بديهی عمل و تئوري

 مداخلات سياستی شکست يا موفقيت به دهیشکل در سياسی

ري گتنظيم مداخلات سياسی بوکنيا و همکاران، زمينه. است حياتی

 داراي هاآن تعاملات و سياسی و مدنی جامعه نهادي حوزه را در دو

 سياسی و در اين تفسير، جامعه .[22]د شمرنبرمی ايويژه اهميت

 میرس سياسی نهادهاي که نقشی و دولتی کارگزاران سياسی اراده

 مدنی تعهد جامعه و کنند، از يک سو و ظرفيتمی ايفا غيررسمی و

در اين رويکرد گيرد. مورد بررسی قرار می گريديازسو مستقل

گيري کشورها، قوانين گذاري و تصميمعواملی چون ساختار سياست

گري، سطح مداخلات بخش و مقررات موضوعه، رويکرد تنظيم

گري، تنظيم نديفرانهاد در هاي مردمخصوصی و سازمان

برگزاري انتخابات، رويکردهاي ديپلماتيک و  يسازوکارها
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لی الملاي و بيندر ابعاد منطقهالملل کشورها هاي حوزه بينسياست

ابد يگري مبتنی بر بافتار هوش مصنوعی، موضوعيت میدر تنظيم

 (.2)جدول 

 گری هوش مصنوعی مبتنی بر بافتار سیاسیتنظیمنیازهای  .2 جدول

حوزه عمل 

 گریتنظیم
 )مصادیق مهم( یاسیس نهیزم

 پاسخگويی

در توليد اخبار جعلی براي  یهوش مصنوع يريکارگبهمقابله با  -

 انتخابات

در توليد اخبار جعلی براي  یهوش مصنوع يريکارگبهمقابله با  -

 نقض صلح

 امنيت ايمنی و

 یهاي تروريستمقابله با استفاده از هوش مصنوعی براي فعاليت -

 یهاي سياسمقابله با استفاده از هوش مصنوعی در ايجاد بحران -

 اجتماعی -

 سياسی مبتنی بر پردازش نفوذموتورهاي  يريگشکلمقابله با  -

 زبان طبيعی

 حريم خصوصی

حريم خصوصی  در نقضهوش مصنوعی  يريکارگبهمقابله با  -

 کنشگران سياسی

نظر اشخاص  و يرأهوش مصنوعی در فهم  يريکارگبهمقابله با  -

 در انتخابات

 شفافيت و

 يريپذحيتوض

-هوش مصنوعی مرتبط با تحليل يهاو مدلا هشفافيت الگوريتم -

 هاي انتخاباتی

براي نخبگان سياسی در باره  فهمقابلامکان ارائه توضيح  -

-شده در تحليل بکار گرفتههاي هوش مصنوعی سامانه استنتاجت

 هاي انتخاباتی

عدم  انصاف و

 تبعيض

ي اهيادگيري سامانه مقابله با اطلاعات آلوده در فرايند آموزش و -

 و انتخاباتهاي سياسی هوش مصنوعی در حوزه تحليل

اي هيادگيري سامانه مقابله با اطلاعات آلوده در فرايند آموزش و -

و هاي مرتبط با اقوام، مذاهب هوش مصنوعی در حوزه تحليل

 هاتيجنس

کنترل انسانی 

 فناوري

 هاي هوشمند خودمختارسلاح يريکارگبه مقابله با توليد و -

لی الملهاي بينهنجارسازي ها وکت در تصويب کنوانسيونمشار -

از تسليحات کشنده مبتنی بر هوش  و استفادهدر زمينه توليد 

 مصنوعی

 مسئوليت

 ايحرفه

آموزش عمومی براي آگاهی از خطرات هوش مصنوعی در زمينه  -

هاي بحران اخبار جعلی مرتبط با اشخاص سياسی، انتخابات و

 اجتماعی - یسياس

اي هيادگيري سامانه مقابله با اطلاعات آلوده در فرايند آموزش و -

 هوش مصنوعی در زمينه قدرت انتخاب مردم

 وندیاقتصاد و زمینه -4-2

 ،یمال يهااستياشاره دارد که بر س یخارج طيبه مح يبافت اقتصاد

 یو عوامل گذاردیم ريکننده تأثو رفتار مصرف يتجار يهاياستراتژ

 .رديگیرا در بر م یم، سطح اشتغال و مقررات دولتمانند نرخ تور

 نيا یکه هوش مصنوع کنندیم ديتأکمطالعات مرتبط  شتريب

گذارد. ب ريتأث يمختلف بر رشد اقتصاد طرقرا دارد که به  ليپتانس

 يدبر رشد اقتصا یهوش مصنوع رياست که تأث ذکرانيشا، حالنيباا

 ممکن است عياز صنا یخ. برستين کسانيها و مناطق در همه بخش

 گريد یبرخ کهیدرحالرا تجربه کنند،  یتوجهقابلو رشد  راتييتغ

 رشيپذ ن،ياختلال مواجه شوند. علاوه بر ا ايممکن است با چالش 

 ازمندين یهوش مصنوع يهايفناور زيآمتيو ادغام موفق

 یتيحما يهااستيها و سداده بودندردسترس ،یکاف يهارساختيز

به  یمختلف متفاوت باشد. دسترس يدر اقتصادها تواندیاست که م

 هايو مهارت تاليجيد هايرساختيز ،یهوش مصنوع هاييفناور

از  عيکشورها و صنا منديبهره زانمي بر تواندیم یهوش مصنوع

رشد  زانيچون م يموارد علاوهبهبگذارد.  ريتأث یهوش مصنوع

ها، تحول مهارت کشورها، يکلان اقتصاد يرهايو متغ ياقتصاد

 و رفمديريت مص سک،ير تيريمد هاياستيس ،یکيانقلاب تکنولوژ

 وند هوش مصنوعی مؤثر خواهد بودگري زمينهبر تنظيم سبز اقتصاد

[23].  

 رشد و وريبهره موتور عنوان به بسياري توسط مصنوعی هوش

 جزيهت با و دهد افزايش را ايیکار تواندشود که میمی تلقی اقتصادي

. شدبخ بهبود را گيريتصميم فرآيند ها،داده از زيادي حجم تحليل و

 صنايع و بازارها خدمات، و محصولات ايجاد باعث تواندمی همچنين

 و داده افزايش را کنندهمصرف تقاضاي نتيجه در و شود جديد

 مصنوعی هوش حال، اين با. کند ايجاد جديدي درآمدي هايجريان

 برخی .باشد داشته جامعه و اقتصاد برنيز  مخربی تأثير است ممکن

 - هاشرکت ابر ايجاد به منجر تواندمی امر اين که دهندمی هشدار

 اقتصاد بر مضري اثرات تواندمی که شود - دانش و ثروت مراکز

 بين شکاف است نممک همچنين. [24] دباش داشته ترگسترده

 به نياز و دهد افزايش را توسعه حال در و يافته توسعه کشورهاي

 کارکنان حال عين در و دهد افزايش را خاص هايمهارت با کارگران

 ياگسترده پيامدهاي تواند می اخير روند اين. کند بيکار فعلی را

 لپتانسي مورد در همچنين کارشناسان. باشد داشته کار بازار براي

 ماليات پايه کاهش و دستمزدها کاهش نابرابري، افزايش براي نآ

دهند که همگی از جمله عوامل اقتصادي هستند که لازم می هشدار

 .[25] گري مبتنی بر بافتار مدنظر قرار گيرنداست در فرآيند تنظيم

 وندیفرهنگ و زمینه -4-3

 ادامه زندگی هايجنبه همه در ادغام به وعیمصن هوش ازآنجاکه

 يهاارزش مصنوعی هوش هايسيستم اينکه از اطمينان دهد،می

 کنند،می حمايت هاآن از و کنندمی منعکس را انسانی مشترک

 هازمينه و هافرهنگ در "انسانی هايارزش" مفهوم .است ضروري

 ،مثالعنوانبه. کندمی مطرح را مهمی هايپرسش و است متفاوت

 ماا شود،می گرفته نظر در بشر اساسی حقوق يک خصوصی حريم

 .باشد متفاوت بسيار مختلف مناطق بين تواندمی آن تفسير



 یهوش مصنوع وندنهيزم گريميتنظ يازهايچارچوب ن

 

 قرار اولويت در را افراد خصوصی حريم کشورها از برخی کهیدرحال

 از حفاظت در جمعی امنيت بر است ممکن ديگر برخی دهند،می

 .دکنن تأکيد شخصی هايداده

 هوش مصنوعی مبتنی بر بافتار اقتصادیگری تنظیمنیازهای  .3 جدول

حوزه عمل 

 گریتنظیم
 )مصادیق مهم( یاقتصاد نهیزم

 پاسخگويی
 در توليد اخبار یهوش مصنوع يريکارگبهمقابله با  -

 صنايع و برندها جعلی براي تخريب محصولات و

 امنيت ايمنی و
 هايدر ايجاد بحران یهوش مصنوعمقابله با استفاده از -

 يا نوسانات قيمتی  نايابی کالاها و اقتصادي،

 حريم خصوصی
نقض حريم  هوش مصنوعی در يريکارگبهمقابله با  -

 خصوصی مرتبط با درآمد اشخاص

 شفافيت و

 يريپذحيتوض

هاي هوش مصنوعی مرتبط مدل ها وشفافيت الگوريتم-

هاي توصيه در حوزه نظام هاي اقتصادي وبا تحليل

 سکوهاتجارت در  و دوفروشيخر

-انهسامات فهم در باره استنتاجامکان ارائه توضيح قابل-

-سازيشده در تصميم بکار گرفتههاي هوش مصنوعی 

  هاي اقتصادي

عدم  انصاف و

 تبعيض

 يريادگيو مقابله با اطلاعات آلوده در فرايند آموزش -

هاي اقتصادي هاي هوش مصنوعی در حوزه تحليلسامانه

 صادي هاي اقتمشاوره و ارائه

 هاي هوش مصنوعیدار سامانهسويه يريکارگبهمقابله با -

 یرفو معهاي مرتبط با تبليغات اقتصادي در حوزه تحليل

 محصولات صنايع و

 سطةوابهها ريزي براي مقابله با تشديد نابرابريبرنامه-

  عيو صناشکاف هوش مصنوعی در افراد 

 تيمسئول

 ياحرفه

بسياري از  رفتنازدست ريزي براي ممانعتبرنامه-

هوشمند  يهاعاملاستفاده از  به واسطهمشاغل صنعتی 

 ها ربات و

آموزش عمومی براي آگاهی از خطرات هوش مصنوعی -

  صنايع در زمينه اخبار جعلی مرتبط با محصولات و

آموزش عمومی براي آگاهی از مزاياي استفاده از هوش -

  ترارزانمايحتاج  نيتأم مصنوعی در يافتن شغل و

هاي ملی براي استفاده از هوش مصنوعی در تعيين نقش-

 محصولات  کنندگانمصرفحقوق  نيتأمزمينه 

قه سابناشی از فراوانی بی يهایختگيرهمبهمقابله با -

هوش مصنوعی در  يريکارگبه به واسطهکالاها 

 فرايندهاي توليد

 هاي ملی براي استفاده از هوش مصنوعی درتعيين نقش-

 استفاده از محصولات فکري و در حوزهها کشف تقلب

 هاي زمينهاعتباربخشی به استنتاج

-ارزش يارتقا

 هاي انسانی

در زمينه توسعه آزادي مثبت  یهوش مصنوعاستفاده از  -

هاي اقتصادي از قبيل انتخاب شغل، مرتبط با حوزه

 گذاري خطرپذيرسرمايه

 سعهتو هنگام فرهنگی هايتفاوت درک اهميت کليدي نکات از يکی

 مصنوعی هوش دهندگانتوسعهاست و  مصنوعی هوش هايسيستم

 و قانونی فرهنگی، هايزمينه بايد واحد، مدل يک اتخاذ يجابه

 در هاآن مصنوعی هوش هايسيستم که را يفردمنحصربه اجتماعی

 یمصنوع هوش يک ،مثالعنوانبه .بگيرند نظر در کنند،می کار آن

 ممکن شودمی استفاده مختلف مناطق در که اعتباري امتيازدهی

 که باشد داشته نياز محلی آموزشی يهادادهمجموعه به است

در . کند منعکس را مختلف جمعيتی هايگروه مالی رفتارهاي

 و اجتماعی موضوع يک عنوانبه مصنوعی هاي متأخر هوشپژوهش

 هويت کنندهتعيين عوامل و شودمی گرفته نظر در ختیشنابوم

 وابسته متغير که را مصنوعی هوش اجتماعی ادراکات اجتماعی و

 که دادند کانزولا و همکاران نشان. کندمی برجسته است، اصلی

 و بنيادي هايارزش به مربوط خاص اجتماعی هويت متغيرهاي

 جديد، هايناوريف مورد در هاديدگاه مذهب، مانند اجتماعی،

 هوش از اجتماعی ادراک بر آموزش، و سياسی و اقتصادي موقعيت

 .[26] گذارندمی تأثير منفی يا مثبت صورتبه مصنوعی

 اخلاقيات، يز مطابق پژوهش سرنقی و احمدزادهندر بعد اخلاق 

 يا گذارد ومی ريتأث وکارهاکسب زير بر هايحوزه در جامعه بر حاکم

ت ابتناي اين ابعاد بر بافتار و زمينه، اهمي بهباتوجهکه  پذيردمی ريتأث

وند در ابعاد فرهنگی و اخلاقی هوش مصنوعی را گري زمينهتنظيم

 :[27] سازدبيش از ساير ابعاد برجسته می

با  فردي: اين سطح به معيارهاي اخلاقی مرتبط اخلاق .1

مبتنی بر وجدان فردي است. اين  پردازد ودرون انسان می

کنش هدفمند انسان است.  و وکارکسبنوع اخلاق مبناي 

 توانمی را اخلاقی ارزش ترينبنيادي و اولين زمينه اين در

 و روانی و جسمی سلامت و انسانی زندگی به زندگی، اميد

 و ونتخش از پرهيز نيز و جامعه و اطرافيان به اعتماد

 .دانست يکارخلاف

جمعی کوچک )اخلاق سازمانی(: اين  اخلاق شرکتی و .2

شرکت مرتبط است که فرد  سطح به خانواده، سازمان و

هايی بر عمل بدان تعلق دارد. در اين مرحله محدوديت

فردي که اصول اخلاقی  بساچه شود واخلاقی وارد می

 کند ممکن است در اين مرحلهمشخصی را رعايت نمی

 اصول اخلاقی سازمان و به قواعد و اخلاقی عمل کند و

وکار پايبند باشد. نمود عينی آن توجه برخی کسب

نيز اخلاقی  هاي اجتماعی است وها به مسئوليتشرکت

هايی نظير ها در قبال پديدهبعضی از شرکت نکردنعمل

 .شودفرار مالياتی از مصاديق اين سطح محسوب می

اي از اي: اين سطح در شبکهکهشب اخلاق اجتماعی و .3
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تواند در گستره میو  يا اجتماع معنی دارد ها وسازمان

همه  ها تعريف شود وسازمان ها وهمه شرکت اجتماعی و

 . اخلاقرديدر برگ یو سازمانارتباطات را از منظر فردي 

 اي ازشبکه و محيط حقوق رعايت به تعهد ايشبکه

 و شودمی شامل را شبکه کل که ستا وکارهاکسب

 .آيدنمی به دست اجزا از برخی اخلاقی بودن با و يیتنهابه

گيران: اين سطح به رفتار حاکمان، مسئولان اخلاق تصميم .4

تواند سطح گيران جامعه مرتبط است که میتصميم و

 وسيعی داشته باشد. ريتأث و دبخش ارتقااخلاق در جامعه را 

 گری هوش مصنوعی مبتنی بر بافتار اجتماعیتنظیمنیازهای  .4 جدول

حوزه عمل 

 گریتنظیم
 )مصادیق مهم( یاجتماع نهیزم

 پاسخگويی

ضاي سکوهاي ف يیگوو پاسخپذيري تعيين نظام مسئوليت -

مجازي براي اجبار به استفاده از هوش مصنوعی براي تعديل 

 محتواهاي مضر 

و ايمنی 

 تينام

هاي هوش مصنوعی در ايجاد بحران يريکارگبهمقابله با  -

نقش نهادهاي مهم مانند  فيو تضعاجتماعی، مهندسی ذهن 

 هاي غلط مانند ترويج خودکشیخانواده، مشاوره

حريم 

 خصوصی

هوش مصنوعی در زمينه نقض حريم  يريکارگبهمقابله با  -

 خصوصی مرتبط با سلامت افراد

 شفافيت و

 يريپذحيتوض

اي همرتبط با ارائه تحليل يهاو مدلها شفافيت الگوريتم -

نيز ارائه خدمات  متون پيشنهادي در جستجوها و اجتماعی و

 اجتماعی 

-هاي هوش مصنوعی استفاده میهايی که از سامانهشرکت -

-به چه منظوري از سامانه کنند بايد فاش کنند که در کجا و

 کنندهاي مذکور استفاده می

 استنتاجات در ارائه خدمات اجتماعی دادنحيتوضامکان  -

عدم  انصاف و

 تبعيض

 در ارائه نتايج جستجو یتيو جنسطرفی قومی، مذهبی بی -

 يهاسامانهيادگيري  مقابله با اطلاعات آلوده در آموزش و -

 مشاوره  هوش مصنوعی براي ارائه خدمات اجتماعی و

وش مصنوعی برخوردار از هاي هعدم استفاده از سامانه -

 ها مانند استخدام زنانناکافی در داوري صلاحيت يهاداده

کنترل 

انسانی 

 فناوري

هاي آموزشی مبتنی بر هوش کنترل انسانی سامانه -

 مصنوعی 

 یشناسو رواناي سلامت هاي مشاورهکنترل انسانی سامانه -

 مبتنی بر هوش مصنوعی

 تيمسئول

 و ياحرفه

 اجتماعی

هاي در حوزه یهوش مصنوع استفاده ازموزش خطرات آ -

 ، خانواده و .یشناسروانسلامت، 

آمده در جامعه  به وجودمشکلات  آمار موارد و ارائه اسناد و -

يا استفاده  استفاده نادرست از هوش مصنوعی و واسطةبه

 افراطی 

 اصولاز  يامجموعهبه مهندسان هوش مصنوعی بايد  -

داده شود تا ياد بگيرند که از حقوق کاربران استاندارد آموزش 

 محافظت کنند )شبيه سوگند بقراط پزشکان( 

 وندیفناوری و زمینه -4-4

 ،نوآوري و اختراع طريق از تواندمی فناوري پيشرفت ملی، سطح در

 اهفناوري گسترش و موجود قبيل از هايفناوري انطباق و پذيرش

. دهد رخ کشور داخل در عمومی بخش و افراد ها،شرکت بين در

 فناوري ايجاد طريق از خواه کشور، يک در فناوري پيشرفت سرعت

 يهافناوري انطباق و پذيرش يا( موجود قبل از دانش از برداريبهره)

 هايفناوري با کشور مواجهه ميزان به ديگر، مناطق در شده ايجاد

 يیهافناوري انطباق و جذب براي داخلی اقتصاد توانايی و خارجی

 کشورهاي از بسياري. دارد است بستگی آن معرض در که

 در توسعه معنادار مشارکت براي لازم هايمهارت توسعهدرحال

 تکنولوژيک پيشرفت از ايعمده بخش نتيجه، در. ندارند را نوآوري

 از هايفناوري انطباق و جذب طريق از توسعهدرحال کشورهاي در

 .[28] شودمی حاصل موجود قبل

ی هايهاي فناورانه در مسير مواجهه با فناوريدر اين راستا، توانمندي

 زيرساخت نمونه عنوانبهيابند. نظير هوش مصنوعی اهميت می

 ناوريف اساسی هايسيستم به مربوط مسائل که به اطلاعات فناوري

 فناوري دارد، اشاره مصنوعی هوش پذيرش براي ازيموردن اطلاعات

 حياتی مصنوعی هوش پذيرش براي ها کهداده امنيت و اطلاعات

 نوعیمص هوش بر مبتنی يندهايفرا تعامل قابليت و هستند، اتصال

 کليدي همگی از عوامل اطلاعات، فناوري توليد هايسيستم در

 .آيندمی به شمار مصنوعی هوش توسعه فناورانه در

 هاداده به دسترسی عدم مبتنی بر هوش مصنوعی، هايسيستم در

 طور به تواندیم دادهکلان ني؛ بنابرااست پذيرش براي مانعی اغلب

 بهبود را مصنوعی هوش کاربردي هايبرنامه کيفيت توجهیقابل

 هوش سازگاري اساس و هاداده تعامل و تبادل قابليت. بخشد

 رديگ يکی موجود، هايزيرساخت و ساختارها ها،سيستم با مصنوعی

 .[29] شودمی گرفته نظر در پذيرش براي مهم الزامات از

 

 گیرینتیجه -5

-که به رودیمبه شمار حاضر عصر هوش مصنوعی کليدواژه مهم 

 .صورت جدي و پررنگ تمام ابعاد زندگی بشر را متأثر کرده است

 به بخشی شدنليتبددر حال  ريچشمگهوش مصنوعی با سرعتی 

 بهشماري را مزاياي بیرغم آن که علیروزمره ما است و  زندگیاز 

ن و بود ینيبشيپرقابليغدر مورد  هايینگرانی، دهدجامعه ارائه می

وجود دارد. براي افزايش مزاياي هوش  آنبودن  کنترلرقابليغ

ها در ، دولتمخاطرات آن رساندنحداقلبه حالنيدرعمصنوعی و 



 یهوش مصنوع وندنهيزم گريميتنظ يازهايچارچوب ن

 

سراسر جهان بايد دامنه و عمق خطرات ناشی از آن را بهتر درک 

تارهاي نظارتی و حاکميتی را براي مقابله با و ساخ ندهايفراکنند و 

 چارچوببه معرفی  پژوهش حاضرها توسعه دهند. اين چالش

-نهگري زميمفهوم تنظيم کلی بررسی به که پرداخته است جديدي

وضع مقررات در اين  بر که ايزمينه وند هوش مصنوعی و عوامل

ارائه شده  چارچوببا الهام از کند. می کمک ،گذارندمی تأثير حوزه

-نيازهاي تنظيم، 0 جدولدر بخش پنجم اين مقاله،  PEST بر اساس

ا هوند را براي کشور ما که علاوه بر مصاديق بخش يافتهگري زمينه

 .کندمیارائه تواند نقش مکمل داشته باشد، می

 

 گری هوش مصنوعی مبتنی بر بافتار فناورانهتنظیمنیازهای  .5 جدول

حوزه عمل 

 گریتنظیم
 فنی )مصادیق مهم( زمینه

 پاسخگويی
ترس پاسخگويی در نحوه در دس پذيري ومسئوليت -

 قراردادن ابزارهاي هوش مصنوعی

 ايمنی و

 امنيت

 فوذبانمقابله  ها ومدل ها وامن بودن دسترسی به الگوريتم -

 ها آن يکاردستبراي 

براي  موردنظرهاي سازي دادههاي آلودهمقابله با روش -

 يادگيري ماشينی آموزش و

حريم 

 خصوصی

دمات تحليلی هاي هوش مصنوعی به ارائه ختنظيم سامانه -

 استنتاجی مبتنی بر رضايت اشخاص  و

 يريکارگبه گيرانه در توسعه وسخت ويژه و تمهيدات -

که اطلاعات  XRتجهيزات هوش مصنوعی پيشرفته مانند 

محيطشان را ذخيره  وسيعی از تمام لحظات زندگی افراد و

 کنند. می

 شفافيت و

 يريپذحيتوض

  هاي آزمايشگاهیبراي بررسیها مدل ها وشفافيت الگوريتم -

دهنده ارائه روش استفاده آسان از موتورهاي توضيح -

 هااستنتاج ها وهاي هوش مصنوعی در زمينه تحليلسامانه

عدم  انصاف و

 ضيتبع

در زمينه  یهوش مصنوعهاي اجبار به خوداظهاري سامانه -

  هااستنتاج ها وميزان اعتماد به تحليل اي وقدرت داده

ري ييادگ هاي دقيق بايد در ابزارهاي آموزش وآزمايش -

ی ايهمدل يريکارگبههوش مصنوعی قرارداده شده باشد تا از 

شناسی جلوگيري هاي جمعيتبا پوشش ناعادلانه ويژگی

  .شود

کنترل 

انسانی 

 فناوري

اخذ فرمان انسانی داراي بالاترين اولويت  یدر پشتتعبيه  -

 هاي هوش مصنوعیربات ها وهدر عمليات سامان

 

 

 

                                                 
Vulnerability Disclosure 

ی برا هوش مصنوعیوند زمینهگری تنظیممکمل نیازهای  .6 جدول

 ایران

حوزه 

 گریتنظیم
 گری وابسته به بافتارنیاز تنظیم

ها امنيت فناوري

هاي و سامانه

 هوش مصنوعی

هاي هوش طراحی چارچوب جامع امنيت فناوري

 ها وها، دادهها، زيرساختمصنوعی با تمرکز بر الگوريتم

، يکاردستهاي زبانی بومی، با هدف جلوگيري از مدل

هاي امنيتی و نفوذ در نهسازي داده، رخمسموم

 هاي حساس ملیسامانه

 تيمسئول نييو تع 1هايريپذبيآس يوضع مقررات افشا

 دهندگان در برابر نفوذها و حملاتتوسعه يبرا

امن توسعه در  ياز الگوها يريگبهره اتالزام وضع

 ی داخل يهاو مدل هاتميالگور

هاي حفظ ارزش

 اخلاقی

توسعه، استقرار و  يبرا یلاقآور اخچارچوب الزام تدوين

بر  یمبتن ،یهوش مصنوع يهااستفاده از سامانه

 یرانيا - یاسلام يهاارزش

هوشمند در  يهاسامانه یاخلاق يزينظام ثبت و مم جاديا

 قضاو  مانند آموزش، سلامت يیهاحوزه

هاي هنجارسازي

 المللیبين

 يندهايفرادر  یمشارکت رسم يبرا ينهادساز

 نيو تدو یدر حوزه هوش مصنوع یالمللنيب يهنجارساز

با حفظ  یجهان يمشارکت در استانداردساز نامهنييآ

 یتيمنافع حاکم

تعريف سازوکار ارزيابی تطابق مقررات داخلی با الزامات 

 المللی در حال تکوينبين

امنيت ملی و 

هاي سلاح

 کشنده

 اي يمحدودساز ت،يممنوع يبرا یمل تدوين مقررات

هوشمند خودمختار در داخل  حاتيه تسلتوسع شيپا

کنترل  یالمللنيب يکشور و الزام مشارکت در نهادها

 محور AI حاتيتسل

مديريت 

تسليحات 

 اجتماعی

تدوين و تصويب نظام مقابله با تسليحات اجتماعی مبتنی 

 هايبر هوش مصنوعی و تقسيم کار ملی زمينه )برنامه

ب متناس (...ذهن وپراکنی، مهندسی مقابله با جعل، نفرت

 هاي بزرگ عليه ايرانهاي هدفمند قدرتريزيبا برنامه

 گريتسهيل

فارسی و نيز اي هاي دادهرفع موانع دسترسی به پيکره

و  وکارهاي بومیدر اختيار دولت براي کسبهاي سامانه

هاي براي در اختيار گذاشتن داده يگذارقاعدهنيز 

 حريم خصوصی  سکوهاي بزرگ خصوصی داخلی با حفظ

ها و داده نيتأم

هاي معتبر پيکره

و مبتنی بر منابع 

 رسمی

تدوين دستورالعمل ارائه محتواها، اسناد و سوابق معتبر 

ارسی فهاي زبانی بزرگ مبتنی بر زبان براي ايجاد پيکره

به متقاضيان داخلی جهت ايجاد رقابت و ملی و فرهنگ 

 کسب مزيت نسبی نسبت به ابزارهاي خارجی

اقتصاد و صنعت 

 هوش مصنوعی

وکارهاي هوش دستورالعمل حمايت ويژه از کسب

هاي زيرساختی و کاربردي مصنوعی و نظام حمايت از ايده

هاي دولتی براي محصولات و نيز ايجاد تقاضا در بخش

 بومی
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حفظ زبان و 

 فرهنگ

و فرهنگ بومی در فارسی دستورالعمل حفظ زبان 

ختلف هوش مصنوعی مانند هاي مها و سامانهفناوري

هاي هاي ترجمه، تدوين قراردادها، سامانهسامانه

 هاآموزشی، ارائه مشاوره

اعتباربخشی 

 ابزارها و خدمات

نظام سنجش و اعتبارسنجی کيفيت محصولات و خدمات 

اي همبتنی بر هوش مصنوعی در کشور و ايجاد آزمايشگاه

از تخصصی مرتبط براي توسعه اعتماد به استفاده 

 محصولات داخلی و خارجی

سواد هوش 

 مصنوعی

تقسيم کار ملی براي ترويج استفاده صحيح از هوش 

 یو فرهنگ ملفارسی مصنوعی بخصوص مبتنی بر زبان 

امنيت شغلی و 

 هوش مصنوعی

هاي ملی براي مصالحه ها، الزامات و توصيهتدوين سياست

-بين استفاده از هوش مصنوعی و حذف مشاغل و حوزه

 درنظرگرفتندار توسعه هوش مصنوعی با ي اولويتها

و اسناد  اسلامیفرهنگ  موردنظرهاي انسانی ارزش

بالادستی )تدبير فناوري هوش مصنوعی در مقابل جبر 

 اين فناوري(

 

 رگذاريتأثوند زمينهبه بررسی ابعاد  چارچوبيک اين پژوهش با ارائه 

ی اقتصادي، اجتماعدر بافتار سياسی،  گري هوش مصنوعیبر تنظيم

گري هوش مصنوعی مبتنی بر و فناورانه پرداخته و مصاديق تنظيم

گري هوش مصنوعی مشتمل بر بافتار را در ابعاد محوري تنظيم

-حتوضي امنيت، حريم خصوصی، شفافيت و ايمنی و پاسخگويی،

، کنترل انسانی فناوري، مسئوليت ضيعدم تبع پذيري، انصاف و

در  ، مورد واکاوي قرار داده است.هاي انسانیزشار يارتقا واي حرفه

انتها بسته به شرايط کشور نيازهاي مکمل را نيز ارائه نموده است 

شرايط سياسی و فرهنگی  بهباتوجهکه اين نيازها براي کشور ما 

تواند مصاديق خاصی را متفاوت از ديگر کشورها دنبال میخاص آن 

 کند.
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