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Abstract

One of the most critical issues in natural-language understanding is extracting concepts from the text. The concept
expresses essential information from the text. Concept Extraction to the process of extracting and generating keyphrases
that may exist or not in the text. Automatic concept extraction from the Persian news text is a challenging problem due to
the complexity of the Persian language. In this paper, we first review traditional and deep learning-based models in
keyphrase extraction and generation. Then, an automated Persian news concept extraction algorithm is presented, which
exploits encoder-decoder models. Specifically, our proposed models use the output vector of BERT-Base and ParsBERT
language models as a word embedding. The evaluation results have shown that changing the word embedding layer has
improved recall, precision, and F1 measures about 3.15%. Since encoder-decoder models get inputs consecutively, the
training time increases. Also, if the sentence is long, they cannot store much information from the sentences. Therefore, for
the first time, we have used mT5-Base with Transformer architecture, which receives and processes data parallelly. Recall,
precision, and F1 measures used for the concept extraction results of the mT5-Base model are 55.66%, 55.47%, and
55.48%, respectively. The F1 score has increased by 19.8% compared to the previous models. Therefore, this model is
effective for extracting the concept of Persian news texts.
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algorithms are used. On the other hand, the keyphrase
generation process performs the task of extracting explicit

1- Introduction

Many texts on different topics are published on social
media every day. With the increasing volume of
documents and texts, fast and reliable methods are needed
to extract useful information from this vast amount of
unstructured data. Concept extraction is a tool for
generating and extracting keyphrases from an unstructured
text that provides summary information about the text.
Digital information management uses concepts for
document clustering, information retrieval [1], and text
summarization [2]. The concept consists of Keyphrases
that may be directly present or not in the text [3].
Keyphrases can be single-word or multi-words expressions
that summarize the main semantic meaning of
unstructured text data and are divided into two categories
[4]: absent and present Keyphrases. Unlike present
Keyphrases, absent Keyphrases do not exist in the text and
are implicitly mentioned in the text. In order to identify the
present keyphrase in the text, keyphrase extraction
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and implicit keyphrases from the text. The concept
extraction is the task to extract and generate keyphrases at
the same time [5].

The Internet provides people’s information and contains a
large amount of textual data. Therefore, it is difficult,
expensive, and time-consuming for humans to extract
concepts from huge documents. Hence, automatic concept
extraction systems are needed [6]. So far, various
automated systems have been designed for generating and
extracting Keyphrases, but Persian concept extraction is
still a challenge. This is for some reasons: First, most of
the algorithms have been presented for the English
language and little research has been done on the Persian
language. Second, the structural complexity of the Persian
language is higher than many languages such as English,
and the other important reason is the existence of
ambiguities in natural languages such as ambiguity in
reference, lexical ambiguity due to polysemy, and
ambiguity in distinguishing subject and object due to
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omission from the sentence. Therefore, other methods are
needed to extract the concepts of Persian texts.

Given the mentioned challenges and the importance of
extracting concept from Persian texts, this paper focuses on
proposing an automated method for extracting concepts from
Persian news texts. The proposed method is based on deep
learning models, leveraging their ability to process large
volumes of text data and capture complex patterns and
semantic relationships. These models enable a more nuanced
understanding of language, making them well-suited for
tasks such as concept extraction and keyphrase generation,
particularly in the context of Persian language processing.

2- Related Work

Concept extraction refers to the extraction and generation
of Keyphrases. It is different from the text summarization
process. Therefore, we review this literature in two parts: 1)
Extracting and generating of keyphrases methods, and 2)
summarization methods.

2-1- Extracting and Generating of Keyphrases

In early works, the text keyword extraction methods often
included three steps: First, some keywords are extracted as
text concept candidates. Second, the extracted concepts are
refined using prior knowledge. As a result, the probability
of reaching higher-level concepts increases, and finally,
keywords are scored based on statistical information or
prior knowledge [7]. Some automated keyword extraction
systems are based on supervised approaches that attempt
to map the sample space into two classes "key semantic
units" and "non-key semantic units". Witten et al. [8]
proposed a simple keyword extraction algorithm (KEA)
that selects candidate keywords by calculating the TF-IDF
(Term Frequency—Inverse Document Frequency) [9] and
obtains the final keywords by the Naive Bayes algorithm.
Zhang et al. [10] extracted Keyword from Chinese
documents using a conditional random fields algorithm. The
conditional random field model performed better than other
machine learning methods such as linear regression and
support vector machine model. Barla et al. [11] extracted
key concepts instead of words for document classification
using naive Bayes model and obtained better results on
news documents compared to TF-IDF keyword model.

Unlike supervised methods, unsupervised methods use
unlabeled data to extract keywords. These can be divided
into the graph-based, statistics-based, and language model-
based methods. Khozani et al. [12] presented a statistical-
based algorithm to extract keywords. In the first step, they
removed the redundant words and weighed the remaining
words with the TF-IDF criterion. Then using the n-gram
method and based on the words’ position, the weight of
the words was updated and the key sentences were
determined. Finally, keywords were extracted from the

selected sentences. The experimental results have shown
that the inference time and accuracy of this method for
extracting keywords are high. Unsupervised statistical
techniques such as KP-MINER [13], RAKE [14], and
YAKE [15] use statistical features of texts to extract
keywords. These methods are more complex due to a large
number of operations. TextRank [16], SingleRank [17],
and their extensions TopicRank [18] and ExpandRank [17]
are graph-based methods that construct graphs to rank
words based on their location in the graph. These
techniques perform poorly in identifying cohesiveness
between different words that constitute a keyword.
Language model-based techniques utilize language model-
derived statistics to extract keywords from the text [19-20].
Doostmohammadi et al. [21] conducted a comprehensive
assessment to compare the performance of supervised and
unsupervised methods in news keyphrase extraction and
generation. Their research showed that 1) contrary to
expectations, KP-Miner is better than the supervised
method, 2) unsupervised approaches based on statistics are
also better than graph-based methods, 3) The use of
machine translation evaluation such as BLEU and
ROUGE provides a more realistic evaluation for the task
of keyphrase extraction and generation, 4) And all the
keyphrase are not explicitly mentioned in the text.
Therefore, generative models are needed to extract the
non-expressed or absent keyphrases.

Recent research underscores the importance of discourse-
level analysis for concept extraction, emphasizing the need
to account for relations spanning sentences. For example,
dependency graphs and discourse relations effectively
capture linguistic structures. Techniques such as Clause
Matching, as highlighted by I-Hung Hsu et al. [22],
leverage dependency arc types to extract cohesive
concepts from multi-sentence texts. This perspective
aligns with the growing use of deep learning models,
which excel in modeling complex semantic relationships
and discourse structures [22].

Ontology-based concept extraction builds on these
methods by integrating domain-specific knowledge to
refine candidate keyphrases and associate terms with
hierarchical structures. Gayathri and Kannan [23]
developed a system for Ayurvedic texts that leverages
domain ontologies, semantic weighting with TF-IDF, and
k-Nearest Neighbors (kNN) classifiers for document
classification, achieving superior results compared to
traditional methods [24].

Deep learning-based methods have outperformed other
machine learning methods in numerous natural language
processing tasks, especially in keyphrases generation. The
idea behind these methods is to learn complex features
directly from data. Yuan et al. [25] adopted the RNN-
based seq2seq architecture with a copy mechanism for
keyphrase generation. This architecture predicts a group of
keyphrases with variable length, which is considered its
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advantage. Swaminathan et al. [26] proposed a CGAN
generative architecture to generate keyphrases from
research articles. Sun et al. [27] designed the
DivGraphPointer architecture by combining traditional
graph-based ranking methods and neural network-based
approaches to generate keyphrases. The CopyRNN
architecture was presented by Meng et al. [28] for
keyphrase generation, consisting of an encoder for
learning the representation of the text and a decoder for
generating keyphrases based on that representation.
Various modifications of the CopyRNN architecture have
been proposed recently. Zhang et al. [29] proposed another
architecture called CopvRNN to manage the repetition of
keywords during generation based on the CopyRNN
architecture. This architecture uses a bidirectional GRU
for encoding and a forward GRU for decoding.
CopyRNN-based architectures consistently predict N
keyphrases for any input text, while in real-world
examples, the number of keyphrases may vary among
different texts and should be determined based on the
document's content. Chen et al. [30] improved the
performance of the generative model using an integrated
model. The integrated model distinguishes the semantic
features of present keyphrases from absent keyphrases.
However, this model is not trained end-to-end and only
uses a bottom shared encoder to implicitly capture the
hidden semantic relationship between absent keyphrase
generation and present keyphrase extraction. The first
research in the field of extracting and generating
keyphrases from Persian news articles was done by
Doostmohammadi et al. [31]. They showed that sequence-
to-sequence deep models not only perform well in
keyphrase generation, but also significantly outperformed
common methods such as Topic Rank, KPMiner, and
KEA in keyphrase extraction.

Glazkova and Morozov [32] investigated fine-tuned
generative models for keyphrase selection in Russian
scientific texts, such as mT5, and mBART. Their
experiments revealed that mBART achieved the best
performance in in-domain evaluations, surpassing baseline
methods across multiple domains such as mathematics,
history, medicine, and linguistics. This study highlighted the
efficacy of generative models for multilingual keyphrase
extraction tasks, particularly in scientific domains. Recently,
large language models (LLMs), such as GPT-4, have
demonstrated impressive performance across various tasks
without requiring fine-tuning. Glazkova et al. [5] also
explored the use of LLMs for keyphrase generation,
specifically for Russian scientific texts. Their result shows,
mBART consistently outperforms LLMs and other
baselines in in-domain evaluations, achieving up to higher
F1 scores in fields like Mathematics and Medicine. Overall,
LLMs can perform well on a variety of tasks without
needing additional fine-tuning for each specific task.
However, the performance of LLMs is highly reliant on the

quality and design of the prompts. A poorly designed
prompt may lead to inaccurate or irrelevant results, limiting
the model's reliability and consistency [33].

Thomas and Vajjala [34] introduced an approach to
separate present keyphrase extraction and absent
keyphrase generation into distinct tasks, focusing on
increasing diversity in absent keyphrase generation
through specialized attention mechanisms. Their findings
demonstrated improved performance across six English
datasets, particularly for absent keyphrase generation tasks,
emphasizing the role of distinct modeling strategies for
present and absent keyphrases.

A recent study by Song et al. [35] explores the use of
prompt-based unsupervised keyphrase extraction by
leveraging large pre-trained language models like T5. The
authors demonstrate that designing effective prompts
significantly impacts performance, with complex prompts
performing better for long documents. However, simple
prompts often suffice for shorter texts. Their experiments
on six benchmark datasets, including Inspec,
SemEval2010, DUC2001, SemEval2017, Nus, and
Krapivin, which are primarily English datasets, reveal that
well-crafted prompts can significantly enhance keyphrase
extraction performance, and automating prompt generation
could further improve efficiency and scalability in real-
world applications [35]. Similarly, Shen and Le [36]
proposed the TAtrans model, which leverages title
attention and sequence order embeddings to enhance
keyphrase generation. The model showed superior
performance across several datasets, including Chinese
abstracts, showcasing the potential of Transformer-based
methods for keyphrase tasks in diverse languages [36].
Most of the work done on keyphrase extraction and
generation has focused on non-Persian texts. Therefore,
in this paper, we focus on concept extraction (keyphrase
generation and extraction) from Persian news texts.
Given the success of language models such as T5 in
various languages, we have, for the first time, employed
the mT5 language model to extract and generate
keyphrases from Persian news texts.

2-2- Summarization

In the present era, alongside progress in scientific and
technological fields, there is a remarkable surge in the
volume of accessible data. Consequently, is beneficial to
have concise information that encapsulates the essence of the
original document while occupying a reduced space.
Although human-generated text summarization offers
advantages such as precision, comprehensiveness, and
coherence, it remains a laborious and costly undertaking [37].
Summarization is the process of compressing the source text
into a brief version, which contains the key information of
the source text. There are two types of summarization:
abstractive and extractive [38]. Extractive methods choose
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essential sentences, phrases, or paragraphs from the source
text to form a summary while abstractive summarization
methods use linguistic methods to generate a brief text [38-
39]. The abstractive summarization might contain words that
are not explicitly present in the source text [39]. Most of the
research has been done on extractive summarization.
Recently, researchers have turned to abstractive
summarization. Abstractive summarization is a complex and
challenging task due to the complexities of natural language
text [40]. Abstractive summarization methods are broadly
divided into three categories: 1) structure-based approaches,
2) semantic-based approaches, 3) deep learning-based
approaches. The structure-based approach filters the most
important information from the text using abstract or
cognitive algorithms and includes template-based methods,
tree-based methods, and ontology-based methods. Semantic-
based approaches take text as input and construct a semantic
representation of it. Information item-based methods,
semantic graph-based methods, and multimodal semantic
models use the semantic-based approach [41].

Some abstractive summarization algorithms give more
scores to the summaries with more words in common with
the source text and pay less attention to the semantic
similarity between generated sentences and the source text.
Therefore, Salemi et al. [42-43] presented a deep learning-
based architecture to extract text summaries. This
architecture is a pre-trained encoder-decoder model that has
shown good performance in summarizing Persian text.
Similarly, Shanthakumari et al. [44] used the PEGASUS
model for abstractive summarization, which generates
summaries by capturing key information from the original
text, offering improved coherence and relevance. Their
experiments demonstrated that PEGASUS, a transformer-
based model, excels at generating human-like summaries by
maintaining semantic integrity and reducing redundancy,
addressing some of the common limitations of previous
methods. Furthermore, research [45] into clinical text
summarization highlights PEGASUS's capacity to distill
large textual datasets into concise, coherent summaries,
demonstrating comparable advantages in the medical
domain where context, precision, and relevance are crucial.
Liu et al. [46] proposed a hybrid summarization approach
combining fine-tuned mT5 and large language models like
ChatGPT, specifically evaluated on the LCSTS dataset—a
large-scale Chinese short-text summarization corpus. Their
approach involved using mT5 to generate initial summaries,
which were refined by ChatGPT to enhance fluency and
coherence, achieving high ROUGE scores and addressing
key limitations in traditional models. Notably, T5’s ability
to treat all NLP tasks as a text-to-text problem allows it to
achieve superior performance in both semantic accuracy and
context preservation. This is due to its encoder-decoder
transformer architecture, where the encoder captures context
from the input text and the decoder generates corresponding
outputs, making it particularly effective for tasks like

summarization. Additionally, T5’s self-attention mechanism,
a core feature of the transformer architecture, enables it to
focus on the most relevant parts of the input text, improving
its ability to generate coherent and contextually accurate
summaries. These strengths were leveraged by Liu et al.
[46], where mT5 played a critical role in generating initial
summaries before refinement by ChatGPT.
Encoder-decoder-based models, including the TS5 model,
have demonstrated good performance in  both
summarization and key phrase extraction tasks. Since
encoder-decoder models are specifically designed and fine-
tuned for tasks such as keyphrase extraction or generation,
the aim of this paper is to propose a model based on the
encoder-decoder architecture for extracting and generating
keyphrases from Persian text, specifically news texts. The
main contributions of our paper are: 1) we modify the base
Encoder-Decoder [28] to extract the Persian text concept.
2) Then we change its word embedding layer by using the
BERT-base [47] and ParsBERT [48] language model and
present a modification of it 3) And finally, for the first
time, we use the pre-trained Multilingual T5 (mT5-Base)
model [3] to Persian text concept extraction. Our proposed
models obtained significant results in extracting the
concept of Persian news text.

The rest of this paper is organized as follows: Section 3
describes the proposed method, then the experimental setup
is described in Section 4, and the experimental results are
given in Section 5. Finally, it is concluded in section 6.

3- Proposed Method

The proposed method consists of two phases: pre-
processing and the extension of deep learning-based
language models for concept extraction. Pre-processing
converts the data into a suitable format and making the
process of calculations and extraction of information faster
and simpler. The output of the pre-processing step is fed
into the input of deep learning-based architectures. The
details of each step are as follows:

3-1- Pre-processing

We use the Perkey dataset to evaluate our proposed model.
This dataset has been preprocessed, as described in [21],
and is publicly available. The preprocessing includes
removing sentences containing specific keywords from
Persian web pages and JavaScript code. Since some texts
use different encodings and languages, it is necessary to
unify the text to improve its analysis. For example, two
Arabic letters, "s" and " " are converted into their Persian
equivalents. In addition to the preprocessing performed in
[21], we applied further preprocessing to normalize the
data using the Hazm library. The normalization process,
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carried out with Hazm, consists of seven steps, which are
detailed as follows:

n.on

e Analyzing the ": ", which is a non-vowel letter and its

different spellings, and correcting them.
e Removing the mentioned letter in the first step from
the end of a word (such as modifying 'clug.s' to "lags').

e Removing letters consisting of ' ', ' ;' 'Jand 'O,

from the words.
e Converting Arabic and English numbers into Persian
equivalents.
e Correcting written half-spaces.
e Removing extra spaces and half-spaces used in the text.
e  Correcting two-part words which are incorrect.
After normalization, the Tokenizer, a tool of BERT-Base [37],
is used to split words into tokens. Tokenization recognizes the
boundaries between words in texts and assigns a specific
identifier to each semantic unit. As a result, a dictionary is
created to convert the input text into a sequence of numbers
and identifiers. Deep learning-based models are fed with the
same dimensions. Since, in this paper, the BERT-BASE
language model is used for word embedding, the maximum
length for each token is considered 512.

3-2- The Proposed Concept Extraction Model

In this paper, the models used to extract the concept of news
texts are pre-trained mT5-Base [3] and a modified encoder-
decoder model. The encoder-decoder framework tries to
extract the present keyphrases from the text and predict the
absent keyphrases. On the other hand, with the transfer
learning technique, the knowledge obtained from pre-trained
models can be generalized to solve other tasks. In the
following, the structure of the base models will be explained
first. Then the proposed architectures are described:

3-2-1- Encoder-Decoder Structure

The encoder-decoder model was first introduced in 2014
by Chao. et al. [49] to solve translation problems. The
encoder-decoder architecture [28] consists of two streams:
an encoder path containing RNN blocks to learn
hierarchical features from the input text. If x =
(%1, %5, ..., xp) 1is the input sequence, the hidden
representation vector h = (hy, h,, ..., hy) is obtained by
applying the non-linear function ‘f* on the x at the time
step t and the previous hidden state. Then by applying the
non-linear function q on the hidden representation vector,
the concept vector c is obtained according to Eq. (2):

he = f (xe, hey) (1)
c= q(hl' th""hT) (2)
The second stream also includes RNN blocks, and its
purpose is to convert the concept vector into keyphrases.
Hence, this path is called the decoder. In each time step, the
non-linear function f takes the concept vector, the output of

the previous hidden state, and the predicted word at the time
step t-1 as input and produces the hidden state s;.

Se = f Ve he-1,0) (3)
Then, using the conditional language model, the predicted
word y, is obtained [21, 28].

In general, the encoder-decoder model has worked well in
solving natural language processing problems, especially
the generation of keyphrases, but it also has several
drawbacks: 1) It is difficult to train the model for long
sentences because the information containing the
relationship between words is lost as the sentence length
increases. Therefore, the model's accuracy in generating
the main keyphrases decreases. 2) The vocabulary words
of RNN models consist of a limited number of words (e.g.
30,000 words in [49]). Therefore, some keyphrases may
not be included in these vocabulary words. 3) Most
language models use common methods such as Word2Vec,
Elmo, etc. for embedding words, but these methods do not
accurately capture the relationships between words. On the
other hand, the word embedding layer is the most critical
part of the concept generation algorithm because its output
is used as an input for the encoder-decoder model.
Therefore, the design of a strong and appropriate word
embedding layer is needed.

3-2-2- The Proposed Encoder-decoder Models
Inspired by the work of Meng et al. [28], we developed an
encoder-decoder model utilizing bidirectional LSTM
blocks for concept extraction. The structure of the
proposed model, shown in Fig. 1, incorporates BERT-
BASE or ParsBERT as the embedding layer, along with
attention and copy mechanisms, to enhance performance.
This architecture consists of two primary components: a
contextual embedding layer and a modified encoder-
decoder framework. The encoder processes the input text,
leveraging the contextualized embeddings provided by
BERT-BASE or ParsBERT, while the decoder generates
output sequences. The details of each component are:
Embedding layer: According to Fig. 1, the encoder uses
BERT-BASE or ParsBERT to generate contextual
embeddings for the input text. In fact, we generate word
embedding for textual data using the word embedding layer
of ParsBERT [48] and BERT-BASE [47] models and
propose BERT-BASE+Encoder-Decoder and
ParsBERT+Encoder-Decoder models for the concept
extraction. To use the BERT-BASE word embedding layer,
the process of fine-tuning the model should be done. In this
process, a list of 512 symbols is entered into the network
and a 768-dimensional vector is generated. This vector is
used as the input of the encoder-decoder model.
Embedding from BERT-BASE would be different for the
different occurrences of a word as it generates embedding's
based on the context of the sentence. Other advantages of
the BERT-BASE are: First, unlike other Encoders, the
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BERT-BASE Encoder receives the entire sequence of
words simultaneously. As a result, this is considered a
bidirectional model that can learn the relationship of a
semantic unit with all surrounding units [47]. Second, since
BERT-BASE receives all the words of a text at once, the
Masked Language Model (MLM) technique is used to train
the model. In this technique, some words are randomly
masked during training to increase the model's ability to
learn the concept of the input sentence.

The BERT-BASE model is considered a multilingual
model because it has been trained on 104 different
languages. The extension of the BERT-BASE model for
the Persian language under the name Pars Bert [48] was
presented by Farahani et al. This model has been trained
on Persian documents from various topics (such as science,
novels, and news). Our experiments have shown that
changing the word embedding layer using language
models, especially BERT-Base, has led to improved
evaluation criteria (see Section 5).
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Fig. 1 The general scheme of the proposed Encoder-Decoder models
with BERT-BASE /ParsBERT word embedding layer

Modified encoder-decoder: According to the explanation in
Section 3.2.1 and similar to [28], the proposed architecture
consists of an encoder-decoder for concept extraction, but
we use bidirectional LSTMs instead of RNNs in the encoder.
This is because bidirectional LSTMs, with their gating
mechanisms, are better at capturing long-term dependencies
and mitigating the vanishing gradient problem. These
properties allow the model to effectively learn contextual
relationships in both forward and backward directions,
leading to more accurate concept extraction, especially in
cases of complex or lengthy input texts.

Also, similar to [28], the decoder generates output by
leveraging attention and copy mechanisms, addressing key
challenges in sequence generation. Different words of a
sentence have different importance for generating each output

at each time step [50-52]. Therefore, the attention mechanism
receives the output of the encoder's LSTM blocks and assigns
a different weight to each of them to generate the final output.
On the other hand, the copy mechanism copies certain parts
of the source text exactly in the output. In this way,
important key phrases that may not be present in the LSTM
vocabulary are considered for concept generation.

By blending generative and extractive strategies, the final output
is determined by a soft-switch parameter, pg., , which
dynamically adjusts the balance between generating tokens from
the vocabulary and copying tokens from the input text [28].

3-3- MT5-Base Structure

The pre-trained mT5-Base model is an extension of the
TS5 (Text-To-Text Transfer Transformer) model which is
considered an advanced version of BERT-based models.
The T5 model is built using the transformers architecture, so
its input and output can be text sequences. The transformer
is a sequence-to-sequence model that consists of several
blocks, which are connected as shown in Fig. 2: 1) an
encoder block combined of a multi-head self-attention
module, a position feed-forward network (FFN), residual
connections to prevent gradient vanishing problem, and
batch normalization layers, 2) and a decoder block, which
has additional cross-attention modules between multi-head
self-attention modules and position-based FFNs. The
attention mechanism, as a core block of the transformer, is
well-suited for long-range dependencies modeling, which is
achieved by the adaptive weighting of the features
according to the importance of the input. The main feature
of this model is the use of relative positional embedding
instead of sinusoidal positional embedding [53]. Relative
positional embedding is a method for explicit and effective
encoding of positional information, representing the relative

position of a word in an input sentence as a vector or scalar.

Output
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Attention Attention
X J LN s
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Encoding Encoding
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Embedding Embedding
Inputs Outputs
(shifted right)

Fig. 2 The model architecture of The Transformer that was used in the
mT5-Base model [47].
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The use of Transformer blocks has enhanced the ability of
the T5 model to perform multiple NLP tasks, including
summarization, machine translation, question-answering,
and classification [54]. The TS5 model has been trained on
a considerable amount of English texts, it cannot be
generalized to other languages. The mT5-Base model is
presented to solve this problem, which supports 101
different languages [55]. MT5-Base is capable of zero-shot
learning and can be used in NLP tasks, including concept
extraction. In this paper, we use the transfer learning
technique and the pre-trained mT5-Base model to extract
concepts from Persian news texts. For this purpose, we
first convert the news data into text format. Then we load
the mT5-Base model and use the simpleT5 class built on
PyTorch-lightning and Transformers to train our model.

4- Experimental Setup
4-1- Dataset

All of the methods are validated on a subset of the Perkey
dataset which includes 395,645 Persian news articles
collected from 6 websites and news agencies. Each news
article has at least 3 keyphrases and provides
comprehensive information: {title, keyphrases, body,
summary, category, URL} [21]. This dataset is divided into
three  subsets: training (345645 news articles),
validation (2500 news articles), and test (2500 news articles)
portions. The analysis carried out in [21] has shown that
31.44% of all keyphrases are not present in the text of news
articles. Additionally, the number of keyphrases in news
texts varies from 2 to more than 9. All this shows that the
Perkey dataset can provide diverse examples with enough
information to train deep learning models.

4-2- Training

The proposed method is implemented in PyTorch and
evaluated on a computing server with a 3090 GPU. In the
training process, the Negative Log Likelihood Loss
function and Adam optimizer (initial learning rate = 10™*,
gradient clipping=0.1) are used.

4-3- Evaluation criteria

Various criteria were used to evaluate the performance of
the proposed method in text concept extraction. First, three
common criteria, namely Precision, Recall, and F1 score
were used. These criteria are defined in formulas Eq. (4) to
Eq. (6), respectively.

TP

Precision = )
T PHFP
Recall = )
TP+FN
Fl=2x Pprecisionsrecall ©6)

precision+recall
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Where ‘TP’ is the number of true keyphrases, ‘FP’ is the
number of false keyphrases, ‘TN’ is the number of true non-
keyphrases, and ‘FN’ is the number of false non-keyphrases.
Furthermore, the results of traditional models were
examined in terms of ROUGE-1 and ROUGE-2 metrics.
The ROUGE-1 criterion refers to the overlap of unigrams (a
subsequence of n words) between the candidate summary
and the reference summary. While the ROUGE-2 criterion
refers to the overlap of bigrams between the candidate
summary and reference summary. According to the
ROUGE definition, Precision and Recall criteria are
described by formulas Eq. (7) and Eq. (8), respectively.
number_of _overlapping_words

Precision = - 7
total_words_in_system_summary
(®)

number_of_overlapping_words

Precision -
total_words_in_system_summary

5- Experimental Results and Analysis

To confirm the performance of the proposed models in
extracting the concept of Persian news texts, the test
results were analyzed from different perspectives:

5-1- Keyphrase Extraction

Table 1 presents the results of keyword extraction on the
Perkey dataset based on ROUGE-1 and ROUGE-2 criteria
for traditional models. It is observed that the KEA model
performs better than other methods in terms of precision
and recall. In addition, Table 2 shows the quantitative
evaluation results of all methods in extracting the
keyphrases of the test set from the Perkey dataset. As can
be seen, the supervised learning method performs better
than the statistical models and graph-based methods due to
the use of labeled data. Compared to traditional methods,
deep learning-based methods have achieved better results
in extracting keyphrases from Persian texts due to
automatic feature extraction. Therefore, the good
performance of the encoder-decoder model can be seen
from an increase in the F1 score to 43.04%.

Table 1: The performance of traditional models for extracting keywords
on the Perkey dataset

ROUGE-1 ROUGE-2

PrecisionJRecall F1

Method .
Precision| Recall| F1

TF-IDF |36.34% [27.91%29.83% 5.51% [4.78%4.76%

Statistical .
Models [KP-Miner| 39.89% [26.06%(29.12%) 5.52% @4.37%4.47%

YAKE |18.99% 21.81%[18.69% 3.31% W.35%03.40%
Graph- | g1 ot
based | S 120.40% 32.48%23.59% 4.98% 9.96%6.19%
Model an

Sull\'f;gfled Kea |38.14% [29.39%31.39% 6.46% [5.88%5.72%
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Table 2: Comparison of the different keyphrase extraction methods on the
Perkey dataset

Method Dataset |Precision| Recall | F1
TF-IDF Perkey | 17.24% |20.60%|18.77%
Statistical |y p \piner | Perkey | 19.00% |19.48%19.24%
Models
YAKE Perkey | 7.26% | 8.20% | 7.70%

Graph-based

3 0, 0, 0,
Model Single Rank Perkey | 5.32% | 6.71% | 5.94%
Supervised o o o
Model Kea Perkey | 18.37% [22.26%20.13%

Encoder-Decoder
model
Proposed
Deep ParsBERT+Encod | Perkey | 38.70% |65.01% |44.83%
learning- | er-Decoder model
based Proposed BERT-
Models | BASE +Encoder- | Perkey | 39.41% [64.68%|45.32%
Decoder model

mT5-Base

Perkey | 37.24% |62.87%(43.04%

Perkey | 56.79% |58.54%/59.63%

On the other hand, it has been observed that by using the
768-dimensional  concept  vectors obtained from
ParsBERT's model as the input of the proposed Encoder-
Decoder model, all the evaluation criteria were improved
by about two percent. Alongside this, the performance of
the BERT-BASE model is better than the former because
it has been trained on a large corpus of multilingual data.
A high prediction F1 of 45.32% for the proposed BERT-
BASE+Encoder-Decoder model confirms this. Although
the performance of the proposed encoder-decoder models
is superior to other methods, the precision criterion
obtained from these models is significantly lower than the
recall criterion. This means that the number of extracted
incorrect key phrases (FP) is more than the extracted
incorrect non-key phrases (FN). We applied the pre-
trained mT5-Base model to overcome this problem and
achieved a significant improvement (59.63% F1-score)
over the results of the previous models in the keyphrase
extraction task. The mT5-Base model can generate word
vectors more precisely due to the use of parallel
processing and relative position embedding.

5-2- Keyphrase Generation

As mentioned earlier, some keyphrases do not appear in
the input text. Hence, generating absent keyphrases is a
challenging task. It should be noted that traditional
methods cannot generate keyphrases. Therefore, Table 3
only provides the performances of deep learning-based
models for the absent keyphrases prediction task. It can be
seen from Table 3 that the proposed encoder-decoder
models perform better than the base encoder-decoder
architecture [28] in generating absent keyphrases. Also,
the findings show that using the mT5-Base model has led
to the improvement of all metrics. For example, the F1
score has increased by about 25%. This is because the
mT5-Base model is a multilingual model and fine-tuning it

on Persian news texts helps to improve the accuracy of
keyphrase prediction results. It should be noted that deep
learning models must be trained on large amounts of data.
Hence, Fine-tuning the pre-trained model is very useful
when a small training dataset is available.

Table 3: Comparison of the different keyphrase generation models
methods in the Perkey dataset

Method Dataset | Precision| Recall F1
Encoder-Decoder | by oo | 12389 | 34.60% | 17.46%
model
Proposed

Deep  parsBERT+Encoder-| Perkey | 14.84% [42.01% |21.04%
learning-|  pecoder model

based  [proposed BERT-
Models

BASE +Encoder- | Perkey | 15.40% [41.93% [21.52%
Decoder model
mT5-Base Perkey | 44.58% |44.39% |46.86%

5-3- Concept Extraction

The concept of a text includes both absent and present
keyphrases. Table 4 presents the results related to the
overall performance of all deep learning-based methods,
i.e. generating absent keyphrases and extracting present
keyphrases. For the proposed BERT-BASE +Encoder-
Decoder model the Fl-score increased by approximately
3.15%. This shows that using BERT-BASE's language
model for word embedding is effective. Also, as expected,
after the proposed encoder-decoder models, the best
performance belongs to the mT5-Base model. The overall
performance of the proposed models, i.e. BERT+Encoder-
Decoder and ParsBERT+Encoder-Decoder over the entire
dataset are summarized in Tables 5 and 6. It can be seen
from both tables that the proposed Encoder-decoder
models have predicted fewer incorrect keyphrases
compared to the base encoder-decoder. Also, the
keyphrases generated by the mT5-Base model are more
consistent with the true keyphrases.

Table 4: .Comparison of the different Concept Extraction methods in the

Perkey dataset
Method Dataset | Precision| Recall F1
Encoder-Decoder | po v oo | 31.54% | 46.75% | 35.68%
model
Proposed

Deep  [ParsBERT+Encoder- Perkey | 33.24% |49.73% | 37.99%
learning-| Decoder model

based | Proposed BERT-
Models | Bage +Encoder-
Decoder model

mT5-Base

Perkey | 34.23% |50.91% | 38.83%

Perkey | 55.47% |55.66% | 55.48%
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Table 5: The output of the models - Example (1).

News text

o ese cnl oanls cans o ke as
aa ) 4 Ceol (6,505 5 adiylio 5o (e
Jure 50 e L Llols clld bas e )l
@ 655k 4 50 Gala gl ae <oy
wlaielon 3k G G sl Cgeme Jb s cnl
bbb Jlitul 4 axg b a5 el gllloe o
Ol aalsl )3 S5k ol ygdo A 5SS, 5 el
degoze (nl poeiy (6 i Al 4 0d Sl e
peleiects S5k nl slacd > gl sl

True keyphrases

Ol 023288 5 bosens LS5k - Sl Jl s 09325258

Encoder-Decoder

> egp  SShl ek Gl Sl o2 296

decoder model

model e
o 9 lao sl lnl 55280 5 Lo 15050
Proposed BERT- il b el el el
BASE +encoder- Sl Jb omnsl Gk 9 23ly 62

LSl Sl asgerme sl Slotw
Cstdllie (e esp (S sl slaasli

Proposed
ParsBERT+encoder-
decoder model

9 9235 e Olnl O3el 5 b 15050
95795 acgezme . Glnl Sl (525285 928
st (o ragp (Sl slaasly Sl

mT5-Base

RS u’_i.b Oles aSls .@lﬂl Jbw 9ol
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5-4- Title and Summary Extraction

The mT5-based models have a high potential to accurately
learn the relationship between the words of a text due to their
use of the transformer block. The performance of mT5-Base
and mT5-Small models in extracting the title and
summarizing the text is reported in Table 7. The mT5-Base
model has more parameters than mT5-small and is
considered a stronger model. Thus it has a better
performance in summary extraction. In addition, the outputs
of the mT5-Base model for two examples of news texts are
shown in Tables 8 and 9, respectively. The results of Tables
9 and 10 show that the text produced by this model is
conceptually very similar to the true labels (i.e. True Title
and True Summarization). For example, in Table 8, although
the summary text produced by mT5-Base has more
words (i.e. "absSs ols=" and " _Ls s L") than the True summary,

both sentences have the same meaning. The ROUGE score is
low for two sentences that have different words but the same
meaning because it only computes syntactical matches.
Solving this challenge requires the definition of new criteria
to consider the conceptual similarity of texts, which could be
a fascinating issue for future studies.

Table 7: The output of the mT5-based models in extracting the title and
summary in the Perkey dataset

News text

Olrl 05l 5 Lo
ROUGE-1 ROUGE-2
Method . —
Table 6: The output of the models - Example (2). Precision| Recall| F1 |Precision| Recall| F1
4 Cay Sy 0l )18 (o o b pLisSS 02 £ gom mT5- Title - - [285%| - - [12.55%
oS Bl St 5l ey 1M 5 (55135 s 51 small [47] |[summary] - - 33.88% - - [19.17%
0 50 s e e o 20 9y Title | 40.69% [41.76%/41.99%]| 23.63% [24.32%(24.30%
| 5 oale Lol b Iled el s ol ol mT5-Base
2ls she o? Bl SRl 8 geld summary| 38.16% [39.54%39.75%]| 23.34% [24.07%[24.12%

5 2SS Job as ol ol Sae ol adl ol o STie
3975 (oo e L oSS gz 11,8 435S 59, plonil s
Ozl )08 50 ALBIE 55, o))l Bl 6 0 ey o Lol
e S8l Lojdezme 5 2l gige yoa> )3 5 JLSs
LSS gl ols )3 0,8 Laal |y aols )l 3 Lo slops
Al daler s Jl o oLb e g cel

Table 8: The output of the mT5-based models in extracting the title and
summary from example 1

True Title

el sanls cuvs o kel Al

True keyphrases

555 olsz ol JUish lo w5

Sl wax gladad 3 5yea o lllae 2l esa
Jlizal s a4y Gl ol 068 oo el oals 3 5l 55, 5
O IS EE NI R AL

True Summary

Encoder-Decoder
model

S oo JLSs8 gl jad ol JLsgd (e o
‘omdspm yy SRAL L oLl ool Zh (s b,

Proposed BERT-
Base +encoder-
decoder model

s 3eml8 g5 Szl 58 o o
Sl pisSS g pLgSS Lo juazma (g, (S 9]
S ol oy o3k Sleple

mT5-Base
Lesesb» L
(Title) sl Jo
Sy €S Jbpw o Giyea> a5 plllae 2l oo
mT5-

5 olbbes Ll s 0455 o0 el 0l (L3 51 5

Base (summary)
ol 0023l i1 () ol Cea ) Carated

Proposed
ParsBER T+encoder-
decoder model

JLogd gl 08 pLeSS slga ol l JLsgd (o o
olRaL pLisSS gagen pLgS L e g (S gl

Table 9: The output of the mT5-based models in extracting the title and
summary from example 2

True Title ey LSS 08,13 Lo o b pLigSS ol ¢ conny

mT5-Base

B slas il pLsSS sloz ol pl JLssé (e s
Skzel

True Summary | -5 Laall; (501,18 plmilw o1l (o o Gibo 0linlS

mT5-Base (Title) g 310,518 Lo 05 b pligSS 0l

mT5-

A5 e o b ool e o s liglS o5
Base (summary) -

rusvwe)
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6- Conclusions

In this paper, deep-learning models are used for concept
extraction from Persian news texts. First, a multi-stage
pre-processing technique is applied to modify the Persian
text and normalize the Persian text. Then, BERT-Base
+Encoder-Decoder and  ParsBERT+Encoder-Decoder
models are proposed to extract the concept from news text.
The proposed models utilize the output vector of BERT-
BASE and ParsBERT language models for word
embedding. The experimental results showed that the
performance of the proposed models are significantly
better than previous models. One of the disadvantages of
encoder-decoder-based models is the generation of many
incorrect keyphrases. The pre-trained mT5-Base model
performs well in title extraction and abstractive text
summarization tasks. Therefore, this model was also used
to extract the concept. It was observed that this model has
a significant ability to predict the concept of the text.

In general, compared to traditional methods, deep
learning-based models not only extract the keyphrases of
the text but also generate the missing keyphrases. Future
work on the concept extraction task can also extend this
study to other languages.
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